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PREFACE

Diffusion in ordered alloys and intermetallic compounds has received little
attention in recent years, even though it lies at the heart of many fundamental and
practical problems. As opposed to diffusion in dilute alloys or solid solutions,
atom movements in ordered alloys are affected by the state of order in the
material. Conversely, atom movements change the state of order, either locally,
leading to large diffusional correlation factors, or globally, leading to order-
disorder transformations. Diffusion controls the sequence of compound formation
during the intermixing of pure elements, and affects properties such as creep,
hydrogen embrittiement, and stability against electromigration. These topics form
the scope of this book.

This book originated with the Symposium on Diffusion in Ordered Alloys and
Intermetallic Compounds, held during the 1992 fall meeting of The Metals,
Minerals, and Materials Society (TMS) in Chicago. The goal of this symposium was
to bring together scientists having interests in basic and applied problems ranging
from diffusional correlation factors, to effects of diffusion on microstructural
evolution and on the properties of ordered alloys. The speakers and the topics
were selected to match the scope of the nascent book, and the editors, and
authors worked together to ensure broad coverage without overlap. The editors
thank the authors for accommodating the needs of the book, and the selfless
referees for helping them to do so.

One of us (B.F.) is indebted to Ms. Pamela Albertson for her help in managing
manuscripts and communications with authors. The editors gratefully
acknowledge the support for the Symposium provided by the Office of Naval
Research (S. Fishman) and the Oak Ridge National Laboratory (C. T. Liu).

Brent Fultz
California Institute of Technology

Robert Cahn
Cambridge University

Dave Gupta
IBM Thomas ). Watson Research Center
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Diffusion in Ordered Binary Alloys: A Microscopic Approach

Ching C. Wang and Sheikh A. Akbar

Department of Materials Science and Engineering
The Ohio State University
Columbus, Ohio 43210 USA

Abstract

Diffusion in ordered binary alloys has been treated using the pair-approximation of the
Path Probability Method (PPM) based on an atomistic model. The effect of the atomic
interaction on the ordering behavior and its influence on transport properties have been
clarified. Compositional dependences of both the intrinsic diffusion and interdiffusion
coefficients, correlation factor, and thermodynamic factor agree very well with results from
Monte Carlo simulations. The calculated properties also show qualitative agreement with
the experimental data on diffusivity, activity, and creep in NiAl system.
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I. Introduction

Diffusion in ordered alloys recently has been the subject of considerable interest due
largely to the increasing demand for the understanding of high temperature behavior of the
ordered intermetallic compounds. In comparison with the disordered solid solution alloys,
theoretical treatment of diffusion in ordered alloys are much more complicated because of
the atomic interactions between the diffusing species. In other words, atomic jump in an
ordered alloy strongly depends on the nature of ordering in the immediate environment at
the microscopic level. Considering diffusion via the vacancy mechanism, when diffusing
atoms exchange with vacancies, they tend to leave behind traces of disordered region and
locally deviate from thermodynamic equilibrium. In order to maintain thermodynamic
equilibrium, the migration of atoms must occur in a way or sequence to compensate or
minimize the increase of energy during the diffusion. As a result, diffusion in ordered
alloys is strongly correlated; the degree of correlation (or order) is a function of
composition and temperature, and this considerably complicates the theoretical reatment of
diffusion.

Diffusion in ordered alloys tends to be much slower than in disordered alloys, and is
often characterized with the existence of a sharp minimum in the diffusion coefficient
versus composition curve and a sharp maximum in the activation energy versus
composition curve around the stoichiometric composition. Slow rates of diffusion bring
with them the associated advantage of improved microstructural stability and improved
creep strength at elevated temperatures, especially when creep is controlled by a diffusion
mechanism. Apart from its technical importance, this problem of diffusion is also quite
challenging theoretically. In the past two decades, the theoretical treatment of diffusion in
ordered alloys has mostly been developed as an extension to Manning's random alloy
model in the framework of the nearest-neighbor pair-wise interactions. Bakker {1] and
Stolwijk [2] have extended Manning's random alloy model to include long- and short-range
order and their results show good agreement with the numerical simulations by the Monte

1o method. However, these approaches do not provide an analytical expression for the
calculation of the thermodynamic state of order as a function of composition and
temperature. In the treatment of diffusion in ordered alloys, one requires firstly to construct
an exact analytical expression for the change of the free energy of the system to be
minimized, and secondly to derive the Onsager equation. A combined approach based on
the Path Probability Method [3] and the Cluster Variation Method [4] offers a unique
opportunity to treat these problems [5,6].

The Cluster Variation Method (CVM), a static version of the Path Probability Method
(PPM), can calculate the thermodynamic equilibrium state of order as a function of
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temperaturc .od composition. The PPM, on the other hand, can derive the Onsager
cquatic- for diffusion analytically based on atomistic models (7,8]. Such analytical
expressions are quite helpful in identifying measurable quantities (¢.g. diffusion
coefficient, ionic conductivity, etc.) in terms of fundamental microscopic parameters such
as jump frequencies and interatomic interactions. If sufficient information is available on
these quantities, specific predictions can be made or, conversely, diffusion experiments can
be used to evaluate these atomistic parameters for which there is no straightforward
calculation or measurement. It has recently been demonstrated [9] that by fitting the PPM
equations to demixing experiments in oxide solid solutions, it is possible to self-
consistently evaluate microscopic parameters.

Although some limitations have been found to appear in the original formalism of the
PPM as applied to transport problems where the motion of individual particles is at stake
(e.g., the calculation of the correlation factor), significant improvements have recently been
made by changing some of the averaging processes. A full account of this problem can be
found in references [5,10]. Here, for simplicity, the original formalism will be used. The
objective of this paper is to show how the PPM can be used to treat diffusion problems in
ordered alloys using the well established pair-approximation. The effect of atomic
interactions on the ordering behavior and its influence on transport properties will be
illustrated and compared with the existing Monte Carlo simulations [11] and experimental
results in ordered intermetallic compounds such as NiAl. Compositional dependences of
intrinsic diffusion and interdiffusion coefficients will be illustrated and their implication on
the high temperature creep behavior of NiAl will be addressed. Also, an attempt is made to
deal with diffusion in some ordered alloys where a8 maximum in diffusivity versus
composition curve is observed. This paper is primarily an extension of our recent work on
diffusion in ordered alloys and intermetallic compounds [6), and some results are directly
taken from that reference.

II. Theoretical Background

A. Eauilibrium disribution of

In this section, relevant results of the CVM [4] are briefly reviewed, as the equilibrium
treatment of the CVM forms the basis for the PPM calculation of transport properties. The
role of the Cluster Variation Method is to calculate the equilibrium state or distribution of
atoms of a system using the variation principle common to other equilibrium statistical
mechanics. The equilibrium state is represented by the most probable state specified by the
state variables {a)} which make the free energy F{a) = E{a} - TS{a}, a minimum, or the
partition function Q{a) = exp {- F{a}/kT], a maximum. The choice of the state variables
{a) or the calculation of energy E{a}, and the evaluation of entropy S{a} are the basic
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ingredients of the CVM. In its general form, the CVM represents a hierarchy of
approximations, and the degree of approximation can be systematically improved.

In a binary alloy AB, for example, if atoms interact only with their nearest neighbors,
the total energy E{a) of the system can be given by specifying the number of atomic pairs
such as A-A, A-B and B-B. The entropy S{a} can be evaluated by counting the number of
ways of rearranging these fixed number of pairs on a given lattice (details can be found in
Ref. 4). When these pairs are takea as state variables, the treatment is called the pair-
approximation (equivalent to the Bethe-approximation).

Based on the pair-approximation of the CVM, the variables required to specify a state
are x;'s, which indicate the probability of finding the ith species on a lattice site, and y;;'s,
which represent the equilibrium values of the probability of finding i-j pairs. For a binary
alloy, the state variables fulfill the following relations:

1=¥x, )
i

where, i and j = A, B, and v, the vacancy. With the assumption that interactions exist only
between nearest neighbors, these state variables for a given composition and temperature
are determined by the pairwise interaction energy &;; (&;; > 0 is taken as attractive). In other
words, the state variables for a given composition are determined as a function of
temperature in terms of &;; under the equilibrium condition. For an ordered alloy, the state

variable yj;’s can be expressed as:
¥y = quq,e™ Ky Ge)
K= & Beii (3b)

where, g; and s; are determined by a set of simultaneous equations

xi=q Yy qK{ (4a)
]
o 375
§ = 20 ~1 ln zq,el'-l‘ K;’ (4b)
}

These variables represent the short-range and long-range order, respectively.
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Instead of using values of individual &;;, it is more convenient to introduce an effective
interaction energy parameter € of the form:

4e = 2¢xn - (Ban + E53) )

Although interactions involved with vacancies are often assumed zero (€,v = &gv = Eyy=
0), these can also be treated indirectly through differences among &jj's as defined in Eq.
(5). It is important to note that the value of € can be positive or negative. In the case of
binary solid solution, negative in & corresponds to positive deviation from the ideal solution
in terms of thermodynamic activity, and vice versa. In the present paper where the case
with positive value of € is considered, the effective interaction energy parameter €,
sometime referred to as “ordering energy”, also gives the measure of the critical
temperature T, of the order-disorder transformation. In the pair-approximation of the CVM,
T. at the stoichiometric composition with a negligible vacancy concentration is given in
terms of the lattice coordination number (2m) as {12]

2¢/kT, = In [oV(® - 1)] 6

Equation (6) serves to normalize the value of € with respect to kT,. In a bec lattice with 20
= 8, for example, €/kT, has a value of 0.144.

B. Atomistic calculation of .

The essence of an atomistic theory of diffusion within the linear approximation of the
Onsager formalism is to derive the flux equations in a multicomponent system. For a binary
alloy AB, at uniform temperature, the Onsager equations derived by the PPM can be
expressed as

Ja=-~Laa s - Ligt's (7a)
Ja =~ Lpa®'s - Lpat'n (7b)

Here, J, and J; represent the fluxes of A and B atoms respectively, and a'; (i = A, B)
represents the generalized chemical potential gradient of the ith species (a; = By;, where B
= 1/KT and y; is the chemical potential).

Based on the PPM, the Onsager matrix coefficients L;j's can be expressed in terms of
two parameters: the static and kinetic parameters, i.c., the interatomic interactions (;;), and
the jump frequencies of constituents (w;). For diffusion by the vacancy mechanism, Lj's
are derived as

Laa = wayavWafas (8a)

R - - P> 4nm- . s
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L = WaYavWafas (8b) ‘
Lga = waysvWefaa (8¢)
Lya = waysvWhsfas (8d)
where
w; =0 exp(- Buy) ®
'uii @-1
Zyye
W= —L—;——' (10)
i

As explained in the previous section, the variables y;;’s represent the equilibrium values
of the probability of finding i-j pairs, obtained by the pair-approximation of the CVM, and,
hence, y;, represents the probability of finding a vacancy near an ith atom. This term is
conveniently called the vacancy availability factor (VAF), Here, 0 is the attempt frequency
and u; is the activation energy of motion. It is obvious that while w; is the bare jump
frequency, W; represents the effect of the surroundings on the jumping atom and is called
the bond-breaking factor (BBF).

The quantities fi;’s, which are directly related to the appropriate L;; in Eq. (8),
constitute the so-called vacancy-wind effect or the physical correlation factor f! (for
random-walk motion, f! = 1) defined as:

£} =f,, —£,3C, / Cs (11a)
£} =y —£,Cy / C,s (11b)

where, concentration C; is defined as:
G =1 xim+ xi(g)llz (11¢)
Here, x;(1) and x;(2) are the values of x; on the two sublattices of the ordered system.

In general, although fij and fjj (i # j) can be directly obtained by the PPM [6,13], the
physical interpretation of these functions are rather complicated. In the limit of impurity
diffusion, say, A in the host of B, f,, refers to the impurity (or tracer) correlation factor. At
the other limit of self diffusion (in pure crystal), fa, is unity if the vacancy concentration is
very low. fi; (i # j), which is related to the cross terms of the Onsager matrix coefficients
defined in Eq. (8), reflects the interference of the flux of the j atoms on the flux of the i
atoms. This interference arises indirectly from the competition of atoms for the vacancies.
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Equations (8 - 10) show precisely how the transport of an atom depends on the
availability of a vacancy in its neighborhood, and how the motion is influenced by the
surrounding atoms. It should be noted that for an ordered system with two distinct
sublattices, bond-breaking factors can be introduced for each sublattice. However, the
product of VAF and BBF in the system of Eq. (8) makes the Onsager coefficients invariant
of the sublattice.

The Onsager matrix coefficient, L;; can be related to the more familiar intrinsic diffusion
coefficients as

D = Lo/Cy - Las/Cs (12a)
Dy = Lap/Cp - Law/Cs (12b)

From Egs. (8) and (12), the intrinsic diffusion coefficient, for example, Dy,, can be

expressed as [14]
Dy =D,f}, (13)

where, D, is a hypothetical (or calculated) diffusion coefficient of an A atom which is
making random walk.

It is important to note that D,, and Dy, (or, more precisely, D, and Dg) implicitly include
the thermodynamic factor commonly recognized in the context of chemical diffusion in
non-ideal multicomponent systems. Therefore, sometimes it is convenient to express D;; in
the following form:

D;=DP ®f (14)

where @ accounts for deviation of the system from ideal solution behavior (@ = 1 for an
ideal solution). The quantity D is the intrinsic diffusion coefficient of species i in the ideal
solution. This kind of expression is especiaily helpful in the analysis of problem of
diffusion in multicomponent systems.

The thermodynamic factor @ is usually defined as

@ = fix; (9,701 (15)
Using the relationship, C, + Cy = 1, equation (15) can be rewritten as [11]
@ = BC,ACy (33t - Ha)OCal (16)

which is more convenient for numerical differentiation. The chemical potential of ith

bt Al s s < b I
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species for an ordered alloy with negligible vacancies, can be derived by the CVM and is
expressed as {15]

i = B (2 Ing; - 0.5 - 1) In [xigXics]) an

Thus, the thermodynamic factor ¢ can be calculated from equation (16) by determining .-
3 as a function of composition and performing a numerical differentiation. Furthermore,
by taking the pure component as the standard state, the activity as a function of composition
within the ordered phase region can be calculated by

aj = exp [B (i - Mol (18)
where J; is the chemical potential of pure i.

The PPM calculations will be divided into two parts for two different types of lattice.
First, the simple cubic lattice will be employed so that our results can be directly compared
with those obtained by Monte Carlo simulations. Then, in order to compare with the
experimental results of diffusion coefficients in NiAl (CsCl-type bee structure), the
calculations will be extended to the bee lattice. In both cases, interactions only between
nearest neighbors will be assumed and designated as €,4, €gp, Ean. Further, interactions
involved with vacancies v are assumed to be zero.

In the treatment of diffusion, in which the relative easiness of breaking bonds with its
nearest neighbor atoms is to be considered, the difference of €44 and ezp has to be taken
into account. Therefore, an extra parameter U is defined as

U = (€as - Ea8¥/(4€) 19)

This parameter is a measure of whether A-A or B-B bond is easier 1o break, and can be
estimated from the energy of formation of vacancies.

From equations (8) and (12), the intrinsic diffusion coefficients can be expressed in the
following form:

Dy = W, Yav [far - Cafan/Cel/Ca (202)

D = WyYsy [fss - Cafan/Cal/Ca (20b)
where

w, =wW, (20c)

The vacancy availability factors y,v and ygv are functions of temperature and
composition, and can be evaluated by the CVM. However, in order not to introduce extra

10
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complications and conform to the approach taken by Zhang et al. {11] in their Monte Carlo
computations, normalized intrinsic diffusion coefficients are defined as

?,A =D, /IC,w,} Q1a)
Dy =D, /ICw,] (21b)

and are called intrinsic diffusion coefficients per unit vacancy concentration. The
interdiffusion coefficient of Darken’s form [16], D, can be calculated directly from D,,
and Bm:

and similar to Eq. (14), the interdiffusion coefficient can be expressed in terms of the
thermodynamic and correlation factors in the following form
D =(c,Dif; +C,Dsf ) 23)

For a given set of €, U and temperature (or a normalized temperature in terms of €/kT¢),
both the intrinsic diffusion and interdiffusion coefficients can be calculated as a function of
composition. It is important to note that the composition-dependence of the diffusivity in an
ordered alloy is decided by the competition between the correlation and the thermodynamic
factors [Eqs. (14) and (23)].

III. Results and Discussion

As in the case of Monte Carlo (MC) simulations of Zhang et al. [11], the first part of
our calculation was also carried out for a simple cubic (sc) lattice with U = 0, i.e., €ar =
€gs- From equation (6), the normalized critical temperature for the sc lattice is calculated to
be &/kT¢ = 0.203. Note that in comparison with Zhang et al.[11], our definition of the
ordering energy differs from theirs by a factor of 4. Being symmetrical, only the results for
the A component are shown here; those for the B component can be obtained simply by
substituting B for A in the figures.

Figure 1a shows the composition dependence of the thermodynamic factor @ at various
values of €/kT. Note that lower temperature corresponds to higher ¢/kT. For e/&T > 0.203,
the ordered phase appears with the minima in ®, corresponding to the order-disorder phase
boundaries, and with the peaks or maxima at the stoichiometric composition. These results
agree very well with that of the MC simulation [11}, as shown in Fig. 1b.
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Fig. 1. Composition-dependence of the thermodynamic factor @ at various values of e/&T
calculated by (a) the pair-approximation of the CVM and (b) Monte Carlo simulation{11).
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Figure 2a shows the results of the intrinsic diffusion coefficient D, at various values
of e/kT as defined in equation (21). For e/kT greater than 0.203, a minimum develops in
the ordered region as expected. Again, these results agree very well with that of MC
simulation, as shown in Fig. 2b. There are minor differences, though, especially in the
region where C, approaches 1.

With the results of D, and Dy, the interdiffusion coefficient D can be obtained using
Eq. (22), and the results are shown in Fig. 3a. Similar results obtained by MC simulation
are shown in Fig. 3b. Despite the maximum in the thermodynamic factor, a minimum in D
develops in the ordered region, suggesting that other factors may dominate in the diffusion
process. Figure 4 shows the composition-dependence of the physical correlation factor
at various values of &/kT. In all cases, the decrease of f; to a minimum indicates the
increase in ordering as C, approaching the stoichiometric composition, or, in other words,
the tendency of atoms to reverse jumps becomes stronger in order to preserve local order.
For /kT > 0.203, a deep cusp manifests the so called physical correlation effects, which is
reflected in the stowing down of atomic migration due to preservation of local order as can
be seen in Figs. 3. The effect of correlation factor, therefore, overshadows that of thermo-
dynamic factor and, hence, dominates the interdiffusion processes in the ordered region.

It is known that NiAl is an ordered compound with CsCl-type structure and exits overa
wide range of compositions [17]. The stoichiometric alloy retains its structure up to its
melting point of 1638°C. From equation (6), the ordering energy € can be estimated to be
0.55 kcal/mol. For simplicity, the ratio of bare jump frequencies (wy/w,)) is set to be
unity. The calculations were carried out by choosing different values of €y .4/€x.4 OF U.
Here, the ratio of €y x;/Ea.a Were estimated to be 1.5 from the cohesive energies of Ni and
Al [18]. It should be noted that our fitting of parameters or curves are not meant to be
exact, since the present model does not take into account the variation of lattice parameters
and the vacancy concentration (therefore, interatomic interactions) as a function of
composition. Also, the pair-approximation of the CVM does not accurately predict phase
boundaries in intermetallic alloys; it is necessary to use higher-order approximations.

Figure 5 shows the comparison of the calculated activity of Ni with the experimental
data for NiAl at 1000°C, in the range of Cy; = 0.4 - 0.6. The thin-solid curve represents the
activity of Ni obtained by Hanneman and Seybolt [19], converted from experimental
activity of Al[20] by Gibbs-Duhem integrations. In light of the fact that this calculation is
carried out using the pair-approximation with nearest neighbor interactions, the agreement
is quite satisfactory. For the purpose of comparison, activity of Ni calculated with € = 0.80

13
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Fig. 2. Composition-dependence of the intrinsic diffusion coefficient D,, at various eXT

calculated by (a) the PPM and (b) Monte Carlo simulation [11].
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Fig. 4. Composition-dependence of the physical correlation factor . at various values of
€/kT calculated by the PPM.
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Fig. 5. Comparison of the calculated activity of Ni with the experimental data for NiAl at
1000°C in the range of Cy = 0.4 - 0.6 [15). The thick-solid line is calculated with & = 0.55
kcal/mol, while the dotted line with & = 0.80 kcal/mol.
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Fig. 6. Composition-dependence of the intrinsic diffusion coefficient of Ni, D, in NiAl
at various temperatures, calculated with U =0.73.

kcal/mol is also plotted as the dotted curve. It can be seen that the agreement with
experimental data is better for higher €, suggesting that the actual ordering energy may be
higher than that estimated by the pair-approximation [Eq. (6)].

Figure 6 shows the composition-dependence of the intrinsic diffusion coefficient of Ni
calculated with U = 0.73 at various temperatures as indicated. Note that minima are
observed near the stoichiometric composition for all temperatures below 1638°C, which
qualitatively agree with experimental results {21] shown in Fig. 7. It should also be noted
that the minimum occurred is not centered at the stoichiometric composition, a behavior
also observed in the ordered AuCd [22]. Traditionally, the interpretation of this off-
stoichiometric behavior is based on the argument of the change of defect structure across
the stoichiometric composition. Qur calculations suggest that both the magnitude and the
sign of U play a significant role in determining the location of ihe minimum. In our
calculations, the positive value of U means that vacancies tend to distribute in the Ni-rich
region which makes the minimum off-stoichiometric.

An important implication of the present results is the high temperature creep behavior of

ordered alloys where diffusion mechanism is operative. It has been found in NiAl that the
activation energy for steady-state creep as a function of composition exhibits a maximum at
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clevated temperatures [23,24]. Also, Shankar and Siegle {25] have found that the activation
energy for interdiffusion shows similar composition-dependence, a behavior predicted by
both the PPM and Monte Carlo simulation. The similarity between the composition-
dependence of the activation energy for diffusion and steady-state creep at high
temperatures implies the diffusional nature of the high-temperature creep in the ordered
NiAl

In some ordered binary alloys, a maximum in the diffusion coefficient vs. composition
curve is exhibited. In Ti-Al system, for example, interdiffusion coefficient vs. composition
curves exhibit maxima in both the Ti3Al and TiAl phases [26]. According to Eq. (23), itis
suspected that, unlike in the case of NiAl where f! dominates the diffusion process, © may
become dominant in systems such as Ti-Al In order to verify this latter conjecture, further
calculations in composition-dependence of the interdiffusion coefficient was carried cutin a
hypothetical ordered alloy AB with bee-type lattice at various values of @, as shown in
Fig.8. Note that only the contribution of ® was considered in the calculation because: (i)
composition-dependence of the thermodynamic factor @ in an ordered alloy always exhibit
a maximum, and (i) & is fixed by & for a given temperature and is independent of €. It can
be seen that minima in composition-dependence of the diffusion coefficient persist for © in
the range of 10-3 and 103. In other words, based on the present model, it is suggested that
significant difference in jump frequencies of the constituent components may not result in

a maximum in composition-dependence of diffusion coefficient observed in some ordered
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Fig. 8. Composition-dependence of the interdiffusion coefficient for a binary alloy AB
with an ordered bee lattice calculated at a normalized temperature e/kT = 0.4 (€/kT, =
0.144) at various values of ©.

alloys. The enhanced diffusion around the stoichiometric composition may arise from some
other factors, which affect the thermodynamic and/or correlation factors. Note that since in
the present model interactions involved with vacancies are assumed zero (€ v = €gy = Eyv=
0), further work on the diffusion in ordered alloys may need to include non-zero €y . At
this stage, however, our conclusion is that either there exist some other factors which affect
the thermodynamic and/or correlation factors, or the pair-approximation of the PPM is not
capable of predicting this behavior.

IV. Conclusion

The treatment of diffusion in ordered alloys based on the Path Probability Method gives
insights at an atomic level. The atomic interaction is shown to have significant influence on
transport properties and its derived phenomena such as the high-temperature creep in
ordered alloys. Although an exact quantitative fitting or assessment of parameters is not
given in the present approach, the comparisons with the Monte Carlo simulation and
experimental results serve to show how the PPM can be used to deal with the complex
phenomenon of diffusion in ordered alloys. The composition-dependence of the diffusivity

19

A AR seter SO

— -




S R DG N T I b e

L7 L w‘g.w,—w— S e A

is shown to be decided by the competition between the thermodynamic and the correlation
factors. Within the pair-approximation of the PPM, such a competition leads to a minimum
behavior in the diffusivity in agreement with some binary alloys, but fails to predict the
reverse behavior observed in others.

Pl ol e
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Atomistic Approach to Diffusion in Ordered Alioys

Hiroshi Sato and Huanbo Zhang
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Abstract

Atomistic approach to diffusion processes in ordered systems by means of the pair
approximation of the Path Probability method (PPM) of irreversible statistical mechanics is
critically reviewed in the light of recent progress in the understanding of the treatment. The
treatment of diffusion even by means of the pair approximation of the original PPM eventually
leads to results correspo~ding to the point (mean field) approximation. This is traced to the fact
that, in the PPM, the averaged motion of an assembly of particles is treated as flow. The
troubles can thus be removed by changing the formalism of the PPM into that of dealing with
the motion of a single particle in the assembly of particles. The characteristic change of the
diffusion coefficient with composition is due to a drastic decrease in the physical correlation
factor (the percolation efficiency) in the ordered region, in addition to the increase in the
activation energy. In the original PPM, the percolation efficiency is determined only by the
development of the long range order, while, after conversion, it is shown that the change of the
short range order is responsible for the change of the percolation efficiency.

Diffusion in Ordered Al
Edited by B. Fultz, R.W. Cahn, and D. Gupta
The Minerals, Metals & A I Society, 1993
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1. Introduction

Earlier, Kikuchi and Sato derived expressions for the tracer diffusion coefficients in binary
ordered systems composed of A and B atoms by means of the pair approximation of the PPM
[1,2], and showed that the tracer diffusion coefficient of B, Dy, is expressed by means of the
harmonic mean of two components, Dy, and Dy, as

1 141 1
— =l b )
Dy Z(Du Ds,n)

where Dy (Dyy) may be interpreted as a component of the diffusion coefficient when a B
(tracer of B) atom jumps from a I sublattice into a II sublattice (from a II into a I) site and the
smaller one practically determines D,. This is a convenient concept and has been widely
quoted. However, it has been found that a systematic deviation of the calculated values of
tracer correlation factor from those obtained by Monte Carlo simulation method in the
disordered region exists, but the agreement has been found to be restored when the long range
order develops [3,4]. Here, we examine the cause of such discrepancies with the results of the
Monte Carlo simulation in the light of recent progress in the understanding of the treatments.

Phenomenological approaches which agree well with results of the Monte Carlo simulation
method were developed later {3,4]. We prefer, however, the treatment by means of the PPM in
examining the discrepancies, because the treatment of the PPM does not include any further ad
hoc assumptions other than those models initially assigned, or any further approximations
other than those inherent in the treatment, and all the derivations are made analytically.
Therefore, the cause of improper results, if any, can be traced in a straightforward fashion. The
PPM is an extension of the Cluster Variation Method (CVM) of equilibrium statistical
mechanics to include time, t, in the treatment. The nature of approximation and the validity of
the CVM in dealing with equilibrium properties are well known.

In the following, we show, step by step, why the discrepancies between the PPM and the
Monte Carlo simulation in the treatment of flow should arise, and how these troubles can be
removed in the pair approximation by a change of the averaging process which has been called
the conversion processes [5-9].

II. Treatment of Diffusion in Ordered Systems by Means of the Original PPM
in the Pair Approximation

Here, we adopt a so-called lattice gas mode). This corresponds to the vacancy model of
diffusion commonly adopted. Two species of atoms, A and B, occupy the lattice sites.
Unoccupied lattice sites are "vacancies,” and an atom can jump into a nearest neighboring
unoccupied site. We assume nearest neighbor pairwise interactions, €,,, €55 and €,,, with
4g =2¢e,5 — (85, +Egp), but no interactions between those associated with vacancies, or
E,v = &gy = Eyy = 0. Here, we define that A and B are attractive if €> 0. These are called the

static parameters which determine the distribution of atoms under equilibrium conditions. In
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addition, we need to assume basic jump frequencies for A and B atoms which determine the
probabilities of jumps of atoms into nearest neighboring vacant sites, w, and wy, as
w, =0, exp(-%%) and wg =84 exp(—-:-%), where 0, and 8; represent the attempt
frequencies, u, and ug represent the activation energy characteristic of A and B atoms,
respectively. The effect of surroundings due to the interaction with nearest neighboring atoms
(which we call the bond breaking factor) is to be accounted for in addition to u, and ug (see
below). These are called the kinetic parameters. In kinetics, a jump of an atom into a nearest
neighboring vacancy corresponds to an interaction with its nearest neighboring atom in statics.
No more assumptions than these are required. The flow is calculated as the difference in the
number of particles jumping across the reference plane between those in the plus direction and
the minus direction towards the driving force. In the derivation, no further ad hoc assumptions
are introduced other than the pair approximation of the PPM. Interactions introduce a certain
equilibrium distribution among A and B atoms at a specified temperature. In the CVM-PPM
formalism in deriving flow, this distribution is calculated by the (pair approximation of) CVM.
Jumps of atoms under the driving force which do not change the equilibrium distribution of
atoms are calculated by the PPM. The Onsager equation thus derived corresponds to the
parallel displacement of an equilibrium distribution (the motion of a certain cross section of
the specimen) under the driving force. Details of the treatment are given elsewhere [1,2].

Fig. 1. Effect of bond breaking as an Fig. 2. Definition of Z in terms of
atom of the ith species jumps P, and P, [7].
into a vacancy. Thick lines
indicate the bonds [ 7].

The change in the distribution causes the change in the local activation energy because an
atom should break interactions (bonds) with the nearest neighboring atoms when it jumps into
a vacancy (Fig. 1). This term is introduced as the bond breaking factor. The average of the
activation energy thus depends on the distribution and composition, and this is calculated by
the CVM. In addition, the introduction of the bond breaking factor creates the fluctuation of
the activation energy from place to place because of the fluctuation in the distribution and
makes the motion of a particle deviate from that of random walk. This creates the correlated
motion of particles and the associated correlation factor, f, (physical correlation factor or the
percolation efficiency) becomes small compared to one even in the disordered state, This term,
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however, has not been taken into account by the PPM. A sharp drop in the percolation
efficiency in the well ordered region where atomic sites are divided into two makes the
diffusion coefficient in the ordered system extremely small, although the increase in the
average activation energy in the ordered region also contributes to the decrease in the diffusion
coefficient.

The distribution of vacancies affects the diffusion process [1,2]. Although
€,y =Epy = Eyy =0 is assumed, due to the difference in €,, and £, vacancies prefer to stay

next to A or B depending on

€ar ~Epp <
v=Sp—faso @

A finite, non-zero value of U thus makes the behavior asymmetric? with respect to the
equiatomic composition [1,2]. We, however, often assume U to be zero in order to make the
calculations simpler [10,11]. Under this assumption, the distribution of vacancies becomes
homogeneous.

By means of the pair approximation of the PPM, the tracer diffusion coefficient of B, Dy,
and the two components, Dg; and Dy, defined in Eq.(1) are expressed as

Dy = 4w,V W, f 3
Dgy =4wyVy Wy, f,
Dgg =4wgVy Wy nfn @
with
1 1 1 1
= ——+ )
W 2( Wi Wan )
llf=-;—(llf,+1/fn) ©)
Vy =(Xps Va1 +x50Va1)/ (2%s) )

where, V. Wy and f are the vacancy availability factor, effective jump frequency factor, and
the (physical) correlation factor [2). Here, Wy, and W, represent the bond breaking factor
for a B® on the I and 1I sublattices on the average, respectively. f, and f, are (physical)
correlation factors for diffusion in the I and the II sublattices, respectively. Vy;, for example,

corresponds to the probability of finding vacancies at the nearest neighbor of a B® atom on the
I sublattice. The composition of B on the I (II) sublattice is specified by Xx5; (Xpy), and x, is

the average concentration of the species B

Xy =(xp; +X55)/2 ®

#1fU=0and §, =0,, and u, = u, can be assumed, D, and D, become symmetric with respect to each other
at the equiatomic composition.
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If the sublattice I corresponds to the B sublattice, W, is small (the bond breaking factor
becomes significant) and, based on Eq. (1), Dy, is practically represented by Dy, . At the same
time, under the same condition in the well ordered state, f,<<f;, so that f is practically
represented by f,. Therefore, the diffusion coefficient in the ordered system can be estimated
from the dependence of W, on composition with the scaling factor f, which depends only on
the long range order even without a complicated calculation by means of the PPM.

It is to be noted that the pair approximation works only for crystal lattices which can be
divided into two equivalent sublattices such as the two dimensional honeycomb 1attice (2Dhc)
(2w=3, where 2 corresponds to the coordination number), the two dimensional square
lattice (2Dsq, 2@=4) and the body centered cubic lattice (bcc, 2w=8), etc. The face centered
cubic lattice (fcc, 2m=12), for example, is divided into four equivalent sublattices and
conclusions obtained by the pair approximation are not readily applicable, Indeed, the
tetrahedron approximation is required for treatments with approximation higher than the point
approximation here. Treatments for diffusion using approximations higher than the pair
approximation are very complicated to handle in the PPM (The triangle approximation of the
PPM which is applicable to problem of flow has been completed [12)) while the point
approximation tends to give physically incorrect results as is well known in the calculation of
phase diagrams. Because of this situation, systematic calculations of diffusion coefficients in
binary systems by means of the PPM have been limited to the treatment by the pair
approximation.

The fact that the diffusion process can be considered as two parallel circuits as shown in
Eq. (1) is essentially based on the concept of microscopic reversibility under the equilibrium
condition. In the CVM-PPM formalism, diffusion is treated to take place always under the
equilibrium condition, and this concept of the transposed lattice can be readily proved [2).

Expressions of Eq. (4) indicate that the diffusion coefficients, Dy, etc., are determined by
two factors of different nature, Wy, etc. and f}, etc. The factors W, etc., representing the
average bond breaking factors, indicate the increase in the (intrinsic) activation energy in the
ordered state and are calculated essentially by the pair approximation of the CVM. These
factors are determined by the distribution of atoms and the space correlation of the distribution
is represented by that of the pair approximation. On the other hand, the correlation factors, f;,
etc., represent the character of flow and are determined by the PPM part of the theory. In
Eq. (6), f,, etc., depend only on the long range order and are insensitive to the short range
order. In other words, the degree of approximation in calculating the time correlation by the
PPM is reduced to that of the point approximation. It is to be reminded here that the
temperature dependence of the correlation factor affects the Arrhenius plot In other words, the
temperature dependence of the correlation factor, dinf/d(1/ T), also contributes to the
apparent activation energy.

The fundamentai equation of flow in the PPM, which depends linearly on the driving force,
has the form
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Here, ¥, is a normalized flow (the flow under the driving force divided by the flow in one
direction under the equilibrium condition) of an assembly of the ith species, Q, indicates the
distribution of atoms which surround a tagged species of i atoms, y; indicates the deviation
from equilibrium with respect to the j-i pairs in the direction of the driving force, a, is the
generalized chemical potential divided by kT, ¢, indicates the driving force for the ith species
and f, defines the correlation factor. Therefore, the term )j.'.ijﬁ / &, represents a strain in the

distribution created by an external force &, and this strain makes the correlation factor f;
smaller than one. Equation (9) indicates that the flow corresponds to the parallel displacemes?
of a plane with particles in the equilibrium distribution under the driving force. In such a case,
the time correlation of the motion of particles corresponds to that of the average, and hence to
that of the point approximation. This is the reason that the time correlation treated by the PPM
is reduced to that of the point approximation irrespective of the degree of approximation used
to treat the problem of fiow. It is noted that this difficulty is not limited to the PPM, but is
found to be common to treatments of flow for an assembly of particles and is due to the
procedure in which the averaged flow (by means of the ensemble averaging) of an assembly is
handled {6].

Equation (9) further leads to
(w-1Z,
= 1
' 24 20-3)Z, (1)
where
2=y an
W, +W;

i

and w;, eic. means the jump frequency of the ith species with the bond breaking factor
(W, =w, W), etc. In terms of Z, the physical situation of deriving the correlation factor
becomes especially clear. In Fig. 2, a situation which represents Z, is shown when a tagged
atom B’ at the central site has just replaced the position with a vacancy and is ready to jump
back into the vacancy it has left behind. Then the probability for a jump back is denoted by P,,
and a jump of an atom at a surrounding into the vacancy represents the escape probability, P
of the vacancy as noted in Fig. 2. Based on Eq. (11),

P, =1-2,
P, =Qw-~1)Z, (12)

and f, is connected to Z, as Eq. (10). The larger is the normalized jump back probability, €,
which is defined as
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the smaller is the correlation factor, which is represented based on Eq. (10) in terms of t as
f =(1-1)/(1+1). In ordered systems, because of the microscopic reversibility, Eq. (9) can be
represented by flows in two parallel circuits as

¥, (D) =-6+Y QD) y,;d)
j

¥, (D) = —&, + Y, QD v, (I (14)
j

Here, ¥,(I) and ¥, (II) represent the flow through the I sublattice and that through the II
sublattice respectively, and Q,(II) and Q;(I) represent the probability of finding the jth species
of atoms on the II and I sublattices, respectively. Each equation in Eq. (14) is equivalent to that
in Eq. (9) in the disordered state, and similar arguments as Eqgs. (10)-(13) follow. If the central
site in Fig. 2 represents the I site and the surrounding sites the II sites, the B* atom which
jumped out tends to go back to the I site immediately. This makes the value of fg; and hence
f, small. In this way, it is understood that the composition dependence of f, is enhanced in
the region where the long range order exists.

L Conversion Process

In Section 2, the reason that the degree of approximation in the time correlation is reduced
to the point approximation is stated to be due to the fact that the averaged motion of an
assembly of particles is treated. In order to remove the trouble, therefore, it is necessary to
convert the treatment of flow from that of dealing with the averaged motion of an assembly of
particles to that of following the motion of a single particle in the assembly.

In the pair approximation of the PPM, the conversion process mentioned in Section I can
be performed by replacing some of the results of the ensemble averaging process in the PPM
by those of the time averaging process. This procedure consists of two processes, the
instantaneous distribution conversion process {8,9] and the time conversion process [7]. The
former deals with the effect of the local fluctuation of the distribution of particles around the
tagged particle, and the latter deals with the approach to the equilibrium after the tagged atom
replaces its position with a vacancy. In this form, it is clear that, when a particle replaces its
position with a vacancy, the particle is not in equilibrium with the rest of the system, and the
local equilibrium concept does not strictly apply. In the CVM-PPM formalism, however, it is
considered that the equilibrium is maintained (as a result of the ensemble averaging process
and thus the local equilibrium concept holds) and this leads the time correlation to the point
approximation [12]. After the application of the instantaneous distribution conversion process,
the equation of flow corresponding to Eqg. (14) is obtained as [9]
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¥, (@) =—6, + 3, Q,(B) v, ()
J

¥, (B) =~ +3 Q) v;(® (15)
§

Here, i represents a single, tagged tracer atom i, Q(B) and Q(a) represents species of atoms of
the surrounding of an A atom (preferred by B atoms) and that of a B atom (preferred by A
atoms) respectively in distribution with the short range order, and the relation is represented by
the Bethe short range order in lieu of the sublattices I and II. However, the two sites are not
equivalent [9]. The separation in two paralle! circuits similar to Eq. (14) is in accordance with
the microscopic reversibility. The correspondence of ¥ (a}, v;(c) and Q,(B) to ¥,(I),
v;(I) and Q;(II), and of ¥;(B), v¥;;(B) and Q;(®) to ¥, (II), w;(II) and Q(I) is clear.
The time conversion process indicates how the information from distant atoms can be
accumulated with time for a jumped atom to reestablish the equilibrium with the surroundings
(t increases with time and then saturates [13]). This process improves the degree of
approximation of the time correlation from that of the point approximation (the jump back
probability 7 is independent of time t) to that of the pair approximation [13] (The conversion
process in the approximation higher than the pair has not been carried out). After the
conversion process, the expression for f in terms of the long range order in the original PPM is
now expressed in terms of the short range order with a proper degree of approximation for the
time correlation. Diffusion coefficients are no longer separated into two components in terms
of I and II sublattices, but into two components in terms of two virtual sublattices with their
sites surrounded by two kinds of surroundings of the short range order, as pointed out above.
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Fig. 3 The composition dependence of f,. for an ideally disordered alloy of bcc
lattice as a function of w,/w, (a) Calculation based on original PPM, (b)
after the time conversion (7].

Deuails of the conversion process are given in References [5-9] (also see Appendix). Here,
only some results of the conversion process are shown. Since the conversion process deals
with the motion of a single particle, the calculation is directly related to that of the tracer
correlation factor or the diffusion coefficient of a tracer particle. In Fig. 3, we show how the

percolation limit appears by applying the time conversion process [7]. Here, results of the
calculation of the tracer correlation factor of B, or f,., as a function of composition for
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different values of w, / w, by the original PPM with and without the time conversion process
are compared, assuming that the binary system A-B is an ideal solution (no interactions among
constituents exists, and, hence, no instantaneous distribution conversion process is required).
The (time) conversion process converts the value of the tracer correlation factor for self
diffusion from (2m-1)/(20+1) to (20-2)/2m. The most remarkable difference is the
appearance of the percolation limit of the motion of B (f. becomes zero) at the composition
xp =1/ (2w ~1) in the system where only B can move (in the limit wy / w, — o). The value
of the percolation limit coincides with the calculation by the pair approximation of the
CVM [14] and this indicates that, by the conversion process, the degree of approximation for
the calculation of the time correlation improves to that of the pair approximation [7].
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Fig. 4 The composition dependence of f,. in the ordered binary alloy of bec lattice at
T/ T, =0.5 calculated by the pair approximation of (a) original PPM and (b)
PPM after the conversion process [ 9).
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Fig. 5 The composition dependence of f,. in an ordered binary alloy of 2Dhc lattice at
T/ T, =0.5 calculated by the pair approximation of (a) original PPM and (b)
PPM after the conversion process [9].

On the other hand, for systems with fluctuations in the distribution such as the existence of
short range order, the instantaneous distribution conversion process plays an important role
[9). In Figs. 4 and 5, calculated results of the composition dependence of £, for bec and 2Dhe
with and without the conversion process are shown. Here, U=0 is assumed and the temperature
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T is normalized with respect to T, of the order-disorder transition at the equiatomic
composition, which is given by

2e/kT, = log [@/(w-1)] (16)

Interaction parameters are normalized with respect to T, and 6, =8, u, =u, are also
assumed for simplicity. The curves O and D refer to two different cases based on the different
values of the short range order calculated. O indicates the normal case where the development
of the short range order with T accompanies that of the long range order. The curve D refers to
the case for the development of short range order only, calculated by keeping the degree of the
long range order at zero. For bec, the results of the original PPM and those after the conversion
processes are not very different. On the other hand, for 2Dhc, a remarkable change is observed.
This difference is due to the fact that, in a low dimensional case like 2Dhc, the development of
the short range order outside the range of the long range order is significant. This shows how
resuits after the conversion process are sensitive to the short range order. In Fig. 6, we show
the results of the Monte Carlo simulations made by Murch for corresponding cases [9]. The
results agree reasonably well with those of the PPM with conversion and justify the
correctness of the interpretation given above. The systematic deviation of the results of the
original PPM from those by the Monte Carlo simulation [3,4] is almost completely removed.
As in the case of the CVM, the pair approximation gives good qualitative results also in the
PPM.

Correlation Factor

Fig. 6. The composition dependence of f,. in the ordered alloys of (a) bec and (b)
2Dhc at T/ T, =0.5 calculated by the Monte Carlo simulation method [9].
Arrows in (a) indicate the phase boundaries.

The expression obtained by the conversion process indicates that the behavior of diffusion
can be estimated roughly by means of the calculation of the short range order (distribution of
atoms which surround a B) by the CVM in such cases where the application of the pair
approximation of the PPM is not feasible as the face centered cubic lattice.
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It should be pointed out that this type of trouble in dealing with the time correlation in the
PPM does not explicitly appear in applications in which the system is considered to be
homogeneous so that all the particles can be considered to behave in the same fashion
{10,11,15,16] (or the indistinguishability among particles can be applied {3]). However, the
trouble appears explicitly in the treatment of flow, where a flow is defined in terms of the time
correlation of the motion of a single particle.

IV. Onsager Matrix

The conversion process is related to the motion of a single particle in the assembly.
However, the Onsager matrix is for an assembly of particles. In order to calculate the Onsager
matrix elements, therefore, it is necessary to convert the results of conversion again into those
of an assembly without losing the effect of conversion.

The Onsager equation derived by the original PPM for assemblies of particles represents a
parallel displacement of a plane of particles with the equilibrium distribution by the driving
force. Under such a situation, the flow represents an assembly of several independent paralie]
stationary flows. Therefore, for particles inside these individual flows, the instantaneous
distribution and the time conversion processes are applied individually. These independent
flows include a number of the same species of particles. The indistinguishability among
particles of the same species in these independent flows makes the time conversion process
among these particles ineffective[17]. Therefore, the time conversion process is eliminated for
these particles. By following these processes, the Onsager matrix for an assembly of atoms can
be calculated without reducing the degree of approximation to the point approximation, and
the Haven ratio can be calculated with the pair approximation. The ionic conductivity of the
binary system for the assembly of ions has thus been calculated successfully [11].
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Appendix

For ordered systems, Ref. 9 should be referred to. There are some mistakes there. For the
present purpose, Eqgs. (47) and (52b) in Ref. 9 should be replaced by

1 _x X @n

¥, ¥

Y€
Xa

~Bega . 20-1
Wy (0) = Bpe™™ { Yan® }
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Short Range Ordering Kinetics under
Special Consideration of Correlation Effects

G. Yuand K. Licke

Institut fOr Metallkunde und Metallphysik
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Abstract

Based on the simple pair model analytical expressions for the kinetics of first and second
shell short range order formation in binary alloys have been derived for three cubic lattices
(sc, bee and fec). Comparison to Monte-Carlo simulations demonstrated that the ordering
kinetics is strongly influenced by the correlation of the successive vacancy jumps and allo-
wed the determination of the corresponding correlation factors [1]. It was further shown that
in all three lattices the establishment of the first pair variable P,, during isothermal annea-
ling after a small temperature change obeys an exponential time law, independent of the
second shell interaction. The evaluated relaxation time given by r=»,/m, yiclds a simple
relationship too: the efficiency constant m, depends only on the mobility ratio »,/», of the
two components. The development of the second pair variable P,,,, however, follows a
more complex kinetics which depends on the relevant parameters.

DMMWAHI
Edited by B. Fultz, R.W. Cahn, and D. Gupta
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1. Introduction

Order and disorder occur wherever there are materials. The kinetics of ordering and
disordering processes becomes ever more interesting for studying and controlling the proper-
ties of systems far from the equilibrium produced by the modern material processing me-
thods [1-4].

In the recent paper of the present authors [1] (hereafter denoted as Ref.I), the kinetics
of the short range order (SRO) formation by the motion of vacancies in binary fec alloys had
been studied by using the nearest neighbour (NN) interaction pair model. Two methods were
used: (i) By modifying and extending the analytical treatment described mainly by Radelaar
{5, the rate equations for the atom ordering and the vacancy re-distribution and the solutions
of these equations could be derived explicitely, and (ii) by applying Monte-Carlo simulations
(MCSs) the correlation effects of vacancy migration with respect to the ordering could be
introduced into the analytical treatment. These investigation revealed that the SRO formation
during isothermal annealing after a small temperature change follows first order kinetics and
that, due to the correlation effect, the relaxation times happen to be a simple function of the
mobility ratio of the two components. It was further shown that the treatment for the high
temperature range which is known to yield a good approximation for the pair model may be
extended to the low temperature range and that this linear behavior exists nearly over the
whole temperature range where SRO occurs.

In this paper again the kinetics of SRO formation is discussed. Compared to Ref.I, two
important extensions are made:

-~ Analytical treatments similar to those in Ref.I as well as the corresponding MCSs are
carried out for the other kinds of cubic lattices; this appears to be helpful especially for
understanding the general existence of the correlation effect in all diffusional phenomena.

- The next nearest neighbour (NNN) interaction is considered both in the analysis and in
the MCSs for the binary fcc alloys, so that the limitation of the pair model and the validity
of its results can more thoroughly be discussed. But here only some main results are given.
Further details of the analytical derivations and the MCSs results are published elsewhere in
Ref.[6].
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2. Analytical treatment of SRO formation
nt ion in

In the following the derivation of the kinetics of the SRO formation in fcc lattices as
given in detail in Ref.I is extended to general lattices. The pair variable Pyy (X, Y=A, B or
V for vacancy), i.e. the concentration of A-B bonds, is defined as P,y =N,,/zN with z being
the coordination number of the first shell (z=12 for fcc lattices). N and Ny denote the total
number of the lattice sites and that of the X-Y bonds, respectively. Considering C, <1 we
have Py, + Pyg+Pyy=Cym Py, +Pyy with Cy being the concentration of the component X.

The successive jumps of vacancies are considered to be the elementary process of orde-

ring. The jump frequency of an X atom is written as
vx=vgexp(~¥“7’_) m
B

where »,! is the attack frequency of the X atom and Vj,, denotes the energy barrier in the
special configuration identified by {g}. In Ref.I V,,, is set equal to the difference Vj,*-V,,’
of the configurational energy in the saddle point position and in the initial lattice site posi-
tion. For calculating V)’ by using the NN interaction pair model, the lattice sites which
surround the site exchange pair, the jumping atom and the vacancy, must be divided into 3
groups: « sites being adjacent to only
the jumping atom, 8 sites adjacent to
only the vacancy and 1y sites adjacent OOOO
to both, Calling the number of « or 8 O%@@®®O
sites g, the number of y sites is O@@@ O
given by r=z-¢-1. For the 2-dimen- O
sional hexagonal lattice (see Fig.1)
one has z=6, g=3 and r=2. If the

) initial state saddle point position
jumping atom is an X atom and the

@, § and vy sites are occupied by 7, j @ jumping atom

and &k X atoms, respectively, we

obtain for the difference of the D - S » &

configurational energy between saddle
point position and ground state Fig. 1 Three groups of different NN sites around
the exchange pair
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Type Coordi- Number Number Correlation Efficiency  Correlation
of nation- ofe,f ofy factor for  constant factor for
lattice numberz sitesq  site 7 diffusion f, m,(¢=1) ordering f,(6=1I)

2D square 4 3 0 0.47 - -
2D hexagonal 6 3 2 0.56 - -
sc 6 5 0 0.65 1.54 0.39
bee 8 7 0 0.73 1.33 0.43
fec 12 7 4 0.78 1.26 0.68

Table 1 Characteristic parameters for different kinds of lattices. The correlation

Jactors for self-diffusion f,, are taken from [15] and the correlation factors
Jor ordering f, are evaluated from the present simulation by using f,=2/(2qm).

Vi =Viun-Viza "RExy+ (- Ey~(+B) Exy~(z~1-1-HE )

Eyy is the interaction energy of the bond X-¥ and Ey,* is that between an X atom in saddle
point position and a ¥ atom in the v sites. In the case r=0, the configurational energy at the
saddle point position V,* is independent of the environment, and we have the alternative
expression

Vi =Yixa =Yz -iExy-z-1-DE,, (2a)

As in Ref.I the interaction between vacancies and atoms is neglected.
The averaging of »,)=» 4, over all {, j and k gives the mean jump frequency

Nyve=Y o PV um ®

with Py ., being the probability of the occurence of the configuration {X, {/k}. As shown
in Ref.1 this will lead to

P P s
vyoz—1E5 {1+ VAR (AT ) pR s @
CX P, x
where
Ex-E . En-Ep N0 Pu
W—— » ’ » Ry=1+-22 ‘l'l
ny LT x 5T Rl y +cx(¢ )
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are abbreviations and ¢ , represents the jump frequency of the X atom in the pure metal X
independent of the individual configuration. We have generally § v jexp([(z-1)Eq-rEgl/k, T}
and for the case of r=0 ¢ x-v:expu(z-l)zn—yx’],k.n . The quantity Py, is defined in
Table 2 as the probability of having a ¥ atom at a v site near an A-V pair, It represents a
three-body probability which, as in Ref.1, is approximated by pair probabilities. It is to be
noted that we may write »;=C\x, With gy being the jump frequency of a vacancy to an X
atom. The exact value of gy depends on the state of order and is given for high temperatures
in Ref.L.

For the configuration {X,{/k} each successful jump of an X atom will change the number
of the A-B bonds N, by the value ij. This gives the average rate of change due to jump of
X atoms

x
Nip=-Np=Np=tNi Y C-DP iy sy ©)

Here instead of »z 5, the product fy»y 4, is introduced. f; denotes thus the correlation factor
which describes the different efficiencies of the various atom jumps for ordering. Further
evaluation and considering relationships like

Mol NN ®

By=

» Pm'

finally yields a set of completed non-linear rate equations

B y=0[C,Cy-P p+(1-e M"D)PLssP,, )
and PVA--QCAVA+OIP“-0°—P—'4 ®
z Cy
with the abbreviations
29,11 JfaVavs
@ 2 k‘ h. CIA'A+C,‘V. (93)
- CA‘CVA -c/‘l"l 9b)
* P ARLF AN
u,-%(C/‘v o X (9c)
O, 1[ C’.V. c/AvA ] (9d)

V2P fe™-1) CytPyle™-1)
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As discussed in Ref.I the term Pm in Eq.(7) is negligably small because of C, <1 and
can be omitted. Furthermore, for high temperatures one has »,+0 and Ay~I, so that as an
approximation for high temperature an uncoupled linear rate equation is obtained

™ 2q fAflvAvl AP‘.' APA‘ (10)
z Cfiv, +Cofyvy T

AP =P () -P,, denotes the deviation of P,, from its equilibrium value
4C,Cyf1-¢ ")
[14/14C,Cy(1-e P

Pi=C " Call+ }=C,C[1+C,Cy(n, +np)] an

which follows from Eq.(7) by setting 15“.0 . The values for z and ¢ for various lattices
are given in Tab.1. The re-distribution rate of vacancies ﬁu will be considered in [6].

2.2 NN and NNN interaction in fcc lattices

In the following treatment the fec lattice is considered as an example. But, as in the case
of only NN interaction treated in Sec.2, the method can easily be extended to the other kinds
of lattices.

In the case of taking into account only NN interactions, 3 groups of lattice sites (a, § and
) are to be distingushed. If also the NNN interaction is taken into account, one has to
consider seven different kinds (i to vii) of positions among all NN and NNN sites of the ex-
change pair, the jumping X atom and the vacancy, for the foc lattice (which increases to
eight for generat lattices). This ig illustrated in Fig.2 and explained in Table 2. In Fig.2 the
jumping atom (1) and the vacancy (2) are each positioned in the centre of a cube in such a
way that their NNs are situated on the middle of the edge of the cube. Then NNNs are on
the lines through the centre parallel to the edge. In Table 2 the probabilities of finding a ¥
atom for all 7 groups are listed. Obviously Pyyy, Oyxy and Ry, present three-body-probabili-
ties (XYV).

The jump frequency of an X atom in the special configuration having x, X atoms at the
i-th position is obtained by using Eq.(1). Compared to Eq.(2) we have here

V(" "x.El.x’“ ~X 1)34.3‘(11 A2 * X By ~[11-(x; +X,+X JIE(p
~Uts* % Epey~16-(Xs* 1)) E

(12)
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Fig. 2 Different positions around a site exchange pair in
an fec lanrice as listed in Tab. 2: Each site situated at the
edge of a cube is a NN and situated at the end of the
dashed line is a NNN of the site 1 or 2, respectively. Cube
and NN positions around site 1 are emphazised.

Type Number of Relation  Relation Probability
of the site to the to the of having
position in Fig.2 X atom  vacancy a Y atom
X atom 1
vacancy 2
iy 3,4,6,7 NN NN Po/Pyx
ii (a) 8,9,11,12,13 NN >NNN Pr/Cy
iii (6) 14,15,16,18,19 >NNN NN Py/Cy
iv (a) 5,10 NN NNN Ovxy/'Pyx
v(®) 17,20 NNN NN Ryxy/Pyx
vi 21,22,23,24 NNN >NNN Pyy/Cy
vii 25,26,27,28 >NNN NNN Pyy/Cy

Table 2 Seven groups of the NN and NNN sites around the exchange pair X-V
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The additional subscript 2 indicates the corresponding quantity with respect to the second
shell, e.g., Eyy, denotes the interaction energy of an X atom with ¥ atom on a NNN site.
Also here the interaction between vacancies and atoms is assumed to be so small that it is
negligible even compared to the second shell atomic interaction. Instead of Eq.(4) we have
for the mean jump frequency of the X atom

* R
Vx""’%“x":":z[l+%x‘-'-(¢"‘""-l)]‘[l*—Q}—,'f(e"-l)]’[l+7'::'(¢""-1)1’ a3

with the probability variables being listed in Table 2 and the abbreviations

E,.,-E P
N EE et A

Each jump of an X atom in the configuration {,} causes the change of N,, by the value
(Xt X XyXs) as well as the change of N, by the value (xs+xx,x,). This gives us the
rate of change of A-B NN as well as A-B NNN bonds due to the jump of an X atom

Nu=12N,Y . 1 02 X3~ X XIPx ¥ 2z 14
and
Nag=6Np Y x 0 Os* X6 XPregy ¥ ez as

where fy; denotes the correlation factor for jumps of X atoms with respect to the second
shell ordering. Then, in analogy to the treatments in Sec.2.1, rate equations are obtained.
These as well as solutions of them will be analytically derived in [6).

: 3. Monte Carlo Simulation

The principal method and the algorithm of the preseat MC simulation of the SRO kinetics
is described in detail in [7-9]. In the present paper three cubic lattices are considered. The
rigid computer crystal for the simulation is composed of 60% 6060 elementary cells, i.e. :
N=216000 for sc, N=432000 for bec and N=864000 for fcc respectively. These sites are ;
| occupied by N, A and N, B atoms according to the given composition Cy. Only a single site ;

remains vacant (V=1 and Cy~ 10, and the movement of atoms occurs by the migration
! of this vacancy, The periodical boundary condition is used.

-~
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For each attempted jump two random numbers are required; i.e., the first serves for the
determination of the jump direction among all z possibilities and the second for checking the
success of the jump. The attempted jump actually takes place if the normalized frequency
P4/ Ve in the direction selected by the first random number is larger than the second num-
ber between 0 and 1 (v, is the largest of the values ».,)). For calculating »,, we have from
Eq.(2) for cases without consideration cf the NN interaction

V=¥ expl~(11-1-Byn g +{4-Binzl @16

In this case we have to only count the number # and k. For the case with NNN interaction
in fcc lattices we obtain from Eq.(11)

Vi =¥ 2eXP{-(1x, =X, ~2 My~ Xs 2N gy 41 3] an
Here three numbers x,, (x;+xJ and (xs+xJ must be determined.

Each simulation run is designed as an isothermal annealing at a selected temperature
T=(E,,+E32E,;)/(29k,) after quenching from T'=os. The dependence of the ordering
kinetics on the energy parameters gy and 3,* has been discussed in Ref.I and [10]. In this
paper they are set constant 3, =y,=9=0.15 and 9,*=9*=0.3. By varing C, and the ratio
¥ J9 5, as well as », (using 4 =n,,=1n,,), the different sets of simulations hve been carried
out, so that the dependence of the ordering kinetics on the concentration C, and the mobility
ratio ¢=»,/r, as well as the influence of the NNN interaction can be dealt with. To
demonstrate the ordering kinetics more illustratively the jump number a, per A atom or n,
per B atom is used for the time scale and the normalized quantities

r=(Pyy~PsI(P, -2 s 1~(Pagy-Pis N (Piss-Pix)
for the relative change of the SRO parameters.

3.2 NN SRO kinetics in three cubic lattices

The simulations lead for P,, to final plateau values independent of ¢, which show they
are equilibrium values P,,". Fig.3 gives an example. As can be seen from Fig.4 where
Py’ vs y for fcc lattices is plotted, the pair model is a good approximation for fcc lattice
only at high temperatures, but the tetrahedron models, either that by using cluster variation
(CV) method [11] or that based on quasi-chemical theory [12], yield a satisfactory agreement
with the preseat simulations. The application of the pair model to low temperature range will
be discussed in detail in [10].
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Fig. 3 SRO parometer P, vs the annealing time for varying ¢ in fec lattices
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Fig. 4 Dependence of the equilibrium values for P,, on the
energy parameter § in fcc lattices

Considering the kinetics, for all cases of only NN interaction investigated in this work, a
first order reaction

rmp(-%)-exp(—-:f-)-exp(-s-'-) 19
A !

is observed as a very good approximation. Here we obviously have my=7»; from my=ty,.
This simple exponential rule is demonstrated by the examples of Figs.5a to 5S¢ where for sc,
bec and fec lattices the plots log(r) vs », for C,=0.25 and varying ¢ yield the straight lines.
The deviations from the straight lines at large m, are not of principal nature but only due
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to insufficient averaging. m, here gives the number of jumps per A atom required for redu-
cing the deviation of P, from the equilibrium value P,;’ by a factor 1/e and the straight
lines indicate that it is constant. m,” and the corresponding m,”’, which will thus be denoted
as efficiency constants, are then determined by fitting the r(s,) curves by an exponential.

The relationship between the resulting m, values and the relevant parameters is illustrated
in Figs.6 for sc, bec and fec alloys. The solid curves m,=/(¢) are given by the equation

A== 1 +bexp(-c(x+L)) (19)
1+x x

with a=2.33, b=-0.41 and ¢=0.12 which is obtained by fitting the results from MCSs in
fec lattices in Ref.1. Figs.6 show the rather astonshingly simple result that for all three cubic
Iattices and all applied values of the parameters v, 4y and Cy determining the SRO kinetics.
The efficiency constant m, approximately follows an universal function f{é) in quite good
approximation,

A a
% %
Y 1Y
Y ~
a 3
I:- Be
o s
14 H
3
1y
~
-E Flig. 5 SRO Formation as shown by
2 the plots log(c) v3 s,
¥ a) for sc alloys

b) for bee alloys

¢} for fec alloys
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Fig. 6 The relationship between the efficiency constant m,* and the mobility
ratio é, the concentration C, and the energy parameter 4. The solid curves are
calculated from Eq.(19).
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Some results of the simulations for the fcc lattice considering also NNN interaction are
demonstrated in Figs.7a to 7d by plotting P,, and P,,, against a, for varying Cy, ¢ and w,.
It can be seen that the final values P°,, as well as P’,,, are independent of ¢. However,
P'\p; considerably decreases with the decreasing w, whereas the final values P°,, only
slightly increase. It is to be mentioned that P,,, changes also in the case of 3,=0 and
reaches the plateau after about the same time with varying #,.

The change of P,, follows a first order kinetics also in the presence of NNN interaction,
as illustrated in Fig.8 by plotting log(r) vs », for C,=0.25 and »,=-0.25y. Moreover, the
resulting efficiency constant m, is hardly changed by the NNN interaction: As to be seen
from Fig.9, the values 3,20, -0.25y and -0.5y lead to the same m,=f{4). The development
of P,,, shows a more complex course and in general is non-exponential a3 will be discussed
in {6).
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5. Discussion

The main results of the present MC simulations of three cubic lattices are (i) that the
development of P, follows the first order kinetics for small temperature changes, and (ii)
that the efficiency constant m, is a function only of ¢ and not of C, or 4. The first of these
results follows already from the analytical treatment leading to Eq.(10), but the second resuit
is only obtained if in Eq.(10) the relationship

AN AT (1))

is also fulfilled. As discussed in Ref.I it is this Eq.(31) that reveals the severe effects of the
correlation of the successive vacancy jumps for the ordering and yields the essential insight
into the mechanism of the ordering.

The concept of a correlation factor for processes due to the successive vacancy jumps
originates from the consideration of the self-diffusion via vacancy migration {13]. There the
correlation leads to 2 more than random probability for back jumping of the vacancies by
which part of the prior displacement of the atom will be canceled. This can be expressed by
a ‘correlation factor’ f;, for diffusion by which, compared to the random frequency, the
actual jump frequency of the atoms is reduced. Since such a cancellation of prior atom
jumps takes place generally in the case of vacancy controlled atom motion, correlation
effects occur and strongly influence the kinetics of all such diffusional processes; e.g., for
the self-diffusion in ideal superlattices, a relationship f*», =f,"», very similar to Eq.(31)
must be obeyed [14].

But there is an essential difference between diffusion and ordering: In the ordering the
A (or B) atoms are not distinguishable, so that as can directly be seen, vacancy motion by
a chain of jumps of A (or B) atoms does not bring a change in the degree of order. This
shows that the correlation effect must play a much more severe role in ordering than in
(tracer) diffusion. In Table 1 both the correlation factors for self-diffusion in pure metal f;
[15] and the correlation factors for ordering f,(¢=1) evaluated from the present simulation
are listed. We recognize f, considerably smaller in all three cubic lattices.

Since ordering ultimately consists only in the site exchange of an A and a B atom, both
participants of ordering have to make the same contribution to the rate of ordering, no mat-
ter how much their mobilities differ. Thus, it is not », or », but the quantity »,, which
determines the rate of ordering and which thus will be denoted as ordering frequency. This
makes it clear, that in the case of a large mobility difference of the two components, the
SRO kinetics is governed mainly by the diffusion of the slower component.

Introducing the expression Eq.(31) into Eq.(10) yields for the relaxation time

a7
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This equation has the form which would also obtained for the direct site exchange
mechanism and illustrates the similarity of the two mechanisms. Both mechanisras consist of
an interchange of A and B atoms, In the case of direct interchange the exchange of sites
occurs simultaneously by two neighbouring atoms, whereas in the vacancy mechanism the
site exchange may be realized afier a number of jumps of vacancies.

The applicability of the NN interaction pair model is discussed in two other articles of
the present authors in two aspects: In [10] the treatment has been extended to include the
low temperature range and in [6] to include the NNN interaction. In both cases, the analy-
tical treatments as well as the simulations, were found to yield a first order kinetics of SRO
formation after small temperature changes with a relaxation time obeying Eq.(32). This
means that for small temperature change, Eqs.(10) and (30) and thus m, ! =2gf,/z are gene-
rally valid, for different kinds of lattices, for different concentrations, for cases including or
excluding NNN interaction, and for the whole temperature range in which SRO exists. The
reason why a non-zero NNN interaction does not influence the relaxation time (Fig.7)
although it slightly changes the first shell equilibrivm order, will be discussed in [6] in
comparison to the detailed analytical derivations.

Finally it shall be estimated which temperature changes are permitted without destroying
the first order kinetics. In the present simulation (as in [10] for the low temperature range),
2 temperature change of | Ay} =0.15 is found to still yield first order kinetics. From the
defintion of y we can immediately write

'An|.;_“l’_~_
n, INT+AD

Setting the transition temperature T, <T and 1,=(2E,y-E,,-E;p)/(2kT,) =1.1 [16}, we
easily find that e.g., for T, 2300 K the condition | Ag | <0.15 is fulfilled for the whole
existence range of SRO whenever | A T| < 60K is satisfied. Most experiments on the
SRO kinetics by means of the measurement of the SRO induced resistivity during the iso~
thermal annealing after quenching [2,3], have been carried out within this temperature
interval, typically one has | A T| < 30K {2,3]. The present results thus deliver the
fundamentals for the interpretation for these kinds of measurements.

The quantitative evaluation of m,=f¢) clearly shows that m, varies strongly with ¢
and only for $=1 m, has the order of 1. This indicates thus that the traditional statement
that generally m, is nearly constant and about ! is severely misleading and totally ignored
the essential difference between an alloy and pure metals. It is just this ignorance which has
led to false interpretations of experiments and has made the method of studying diffusion
behaviors by measuring SRO kinetics disputed and hardly practicable. Nevertheless, the me-
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thod of the measurement of the change of the SRO induced resistivity is especially valuable
because, by different heat treatments, we may gain the infomation about the annealing-out
of the quenched-in vacancies which occurs simultaneously during the SRO formation and di-
rectly influences the rate of ordering. If the mechanisms of both SRO formation and vacancy
annihilation are cleared, the complete diffusion data can be obtained from such
measurements [4).
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Diffusion in the Intermetallic Compounds TiAl and CozNb

Helmut Mehrer, Wolfgang Sprengel, and Martin Denkinger

institut fir Metallforschung
Universitat Minster, Wilheim-Klemm-Strasse 10
D-4400 Manster, Germany

Abstract

Self-diffusion of titanium in the intermetallic compound «-TiAl was investigated using
the radiotracer method. The temperature dependence of the diffusivity is described by
a pre-exponential factor of 1.53 - 10~* m?~? and an activation enthalpy of 291 kJmol™!.
These values indicate that self-diffusion in v-TiAl occurs via thermal vacancies. The
radiotracer data are discussed together with available positron annihilation data, density
measurements, and multiphase diffusion data for the Ti-Al system.

Solid state diffusion reaction in diffusion couples of Co and Nb has been studied using
optical metallography and electron microprobe analysis. Parabolic growth constants for
two of the three intermetallic compounds of the Co-Nb system have been determined.
Interdiffusion coefficients for the cubic Laves phase Co,Nb have been evaluated using the
Boltzmann-Matano method. They are discussed together with density measurements in
the Co-Nb system and with the scarce information on diffusion in other Laves phases
available in the literature.

Diffusion in Ordered Al
Edited by B. Fultz, RW. Cahn, and D. Gupta
The Minerals, Metals & Materials Society, 1993
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1 Introduction

Diffusion in intermetallic compounds — despite of the progress achieved in recent years (for
recent reviews and data collections see, e.g., [1-6]) - is an area which urgently needs fur-
ther experimental efforts especially in view of the increasing importance of intermetallics
as materials of advanced technology [7-11). The present paper consists of two main parts:

In Section 2 we review available information on diffusion and defect structure on 7-TiA}
including a recent radiotracer diffusion study from our laboratory. Titanium-aluminides
are considered as highly promising light-weight alloys for structural applications at high
temperatures. Their high-temperature strength is controlled by creep processes for which
diffusion is a key property [12]. We report results of a study of self-diffusion of titanium
in the single-phase intermetallic compound 4-TiAl, which has been published in more
details elsewhere [14]. According to our knowledge this is the first radiotracer diffusion
study performed on an intermetallic compound of the Ti-Al system. Furthermore, we
discuss our tracer results in connection with a multiphase diffusion study available in the
literature (15) and with information on the defect structure from positron annihilation
and density measurements for this material.

In Section 3 we review results of a multiphase diffusion study in diffusion couples of
Co and Nb from our laboratory, which have been partly published recently {17]. When
diffusion couples of Co/Nb are annealed at high temperatures the formation and growth
of three intermetallic phases can be observed. The growth kinetics of two of these phases,
CozNb and CorNby, has been studied. Growth of the CoNb-phase also occurs. It is,
however, so slow that its growth kinetics could not be determined by optical means. One
of these phases is the cubic Laves phase with the approximate composition Co,Nb. Laves
phases are by far the largest class of intermetallic compounds. Some properties of Laves
phases, and of alloys containing Laves phases have been recently reviewed by Livingston
with an eye to their potential as high-temperature structural materials [13]. We will
also report results about interdiffusion in the cubic Laves phase Co;Nb and discuss these
results in combination with the very scarce information available about diffusion and

defect structure in Laves phase compounds.

2 Titanium self-diffusion, interdiffusion, and defect structure
in the intermetallic compound 7-TiAl

2.1 The Ti-Al system

A recent version of the Ti-Al phase diagram (18] is shown in figure 1. Three intermetal-
lic compounds are well-established in the Ti-Al system: a hexagonal compound TisAl
with DOsg-structure (also denoted as a;) which can accomodate several atom percent
off-stoichiometry, a tetragonal compound (7-TiAl) with Lig-structure (also denoted as
CuAu(I)-structure) which can slso accommodate several atom percent off-stoichiometry
especially on the Al-rich side, and a stoichiometric compound TiAl; with tetragonal DOg,-
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Figure 1: Phase diagram of the system Ti-Al according to [18]

structure. With respect to their potential for structural applications, intermetallic alloys
with two-phase microstructure based on v-TiAl and TizAl have advantages over single-
phase ~-TiAl alloys because they exhibit some macroscopic ductility. On the other hand,
for a better understanding of the diffusional properties of the system diffusion data for

the single-phase intermetallics are needed.

In our laboratory we have started diffusion work on the Ti-Al system. Here we report
results for 4v-TiAl. 4-TiAl can be considered as a slightly distorted face-centered (fcc)
lattice with CuAu type order. The ratio between lattice parameters in the direction of

the tetragonal axis and perpendicular to it has a value of about 1.02 [19).

2.2 Experimental procedure

Details of the experimental procedure have been already published elsewhere (14]. There-
fore, we only highlight the main steps: Polycrystalline material of the compound v-TiAl
was prepared by a skuil melting technique from Ti sponge and an Al electrode at the
Maz- Planck-Institut fir Eisenforschung in Disseldorf. According to chemical and elec-
tron microprobe analyses the composition was 46 at.% Ti and 54 at.% Al (see arrow in
figure 1). In agreement with the phase diagram of figure 1, optical metallography and

X-ray diffractometry indicated that the material was indeed single phase. The average

grain size of the polycrystals was about 150 pm.

The diffusion experiments were performed with the tracer method utilizing the ra-
dioisotope “Ti, which was produced by irradiating a Sc-foil with protons in the compact
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cyclotron of the Kernforschungszenirum Karisruhe. The aqueous solution of 4Ti fluoride
obtained after some radiochemistry was dropped onto the polished surface of the disk-
shaped specimens and then dried by an infrared lamp. The diffusion anneals were carried
out in ultra high vacuum at specified temperatures measured either by a thermocouple
or by a pyrometer. Serial sectioning was accomplished with the help of a grinding device,
which had been developed in our laboratory for the sectioning of brittle samples. The
section thicknesses were determined from the sample diameters, the section weights, and
the macroscopic density (3.70 g/em3) which was determined by the Archimedean method.
The *Ti activities were measured using a well-type intrinsic Ge detector.

2.3 Results of “Ti diffusion

The diffusion condition is equivalent to a thin layer source, diffusing into a semi-infinite
cylinder. The near-surface ranges of the penetration profiles shown in figure 2 can be
described by the thin film solution of the diffusion equation,

2
oz,t) = :ll)'t exp (41;t) , (1)

where ¢(z, t) is the tracer concentration at a depth z after a diffusion anneal of duration ¢.
D* is the tracer diffusion coefficient and M the initial amount of the tracer at the surface.
For deeper penetrations, not shown in figure 2, deviations are observed which can be
attributed to diffusion along grain boundaries. For further details the reader is referred
to {14).

The temperature dependence of the diffusion coefficient is shown in figure 3. The solid
line represents the following Arrhenius fit to the “4Ti-data (triangles):

2

- -1
Dy; = 1.53-107* exp (M) mis~!.

RT

The dashed lines represent interdiffusion coeflicients [15] and will be discussed later.

2.4 Discussion of diffusion and defect structure in ¥-TiAl

According to our knowledge the present study is the first radiotracer self-diffusion ex-
periment for a titanium aluminide. In addition there is only very scarce information on
diffusion in other compounds of L1y type (CuAu type) structure (see, e.g., [3, 4]). In
the binary Fe-Pt alloy system at about equiatomic composition an ordered L1o-structure
exists below 1573 K. The diffusion of 7Pt in this alloy was studied by Kucera et al. [16].
Figure 4 shows in a homologous temperature scale a comparison of the present data with
Pt self-diffusion in the isotypic FesoPtso-alloy. (Melting temperatures, T,,, have been used
to normalize the temperature scale. For 4-TiAl instead of T, the well-defined tempera-
ture of the peritectic decomposition (1708 K) has been used, which according to figure 1
is very close to the liquidus temperature anyway.) Also shown in figure 4 are self-diffusion
data for several fcc metals and for indium parallel and perpendicular to its tetragonal
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Figure 2: Concentration-depth profiles of Figure 3: Arrhenius diagram of diffusion in
44Tj in polycrystals of 7-TiAl ¥-TiAl

axis. References of the self-diffusion data can be found, e.g., in [4].

Figure 4 shows the following:

o Titanium self-diffusion in 4-TiAl is similar to platinum self-diffusion in the isotypic
FesoPtso structure.

o Titanium self-diffusion in 4-TiAl lies within the ‘diffusion spectrum’ of fcc metals.

o Titanium self-diffusion in -TiAl is also similar to self-diffusion in both principal
directions of indium.

These findings provide evidence that diffusion in 7-TiAl occurs via thermal vacancies. If
the off-stoichiometry of the investigated material TisAlsy were accomodated by struc-
tural (also denoted as constitutional) vacancies as many as 4 percent of these defects
would be necessary and then should be available as diffusion vehicles. The values of the
pre-exponential factor and the activation enthalpy for Ti diffusion in equation (2) as well
as the similarity of the diffusion behaviour to materials where thermal vacancies are well-
established vehicles of diffusion (see figure 4) plead for a thermal vacancy mechanism and
against significant contributions from structural vacancies.

Very recently Schaefer and coworkers [20] have studied the formation of thermal vacan-
cies in TiqgAls; using positron lifetime spectroscopy. An effective value for the formation
enthalpy of vacancies of 1.38 eV (133 kJmol~!) was deduced. Together with a normal
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value for the formation entropy the positron measurements suggest a vacancy concen-
tration of about 1.6 - 10~ at. fraction near the peritectic decomposition temperature of
7-TiAl. This value is similar to typical vacancy concentrations near the melting temper-
atures in fcc metals (see, e.g., [24]).

Shirai and Yamaguchi [21] have reported a positron lifetime spectroscopy study on
Tis1Als, TisgAls; and TigAlsg compounds after electron irradiation, proton irradiation,
and after deformation in compression. It is well-known that electron irradiation essentially
generates vacancies and interstitials. In contrast to interstitials, vacancies can act as
traps for positrons. After electron irradiation new positron lifetime components with
lifetimes around 200 ps for Ti«Alse and around 195 ps for Tis; Alye were observed, which
are distinctly different from the value of 152 ps observed in fully annealed compounds.
The authors ascribe the higher lifetimes to positrons annihilating in radiation induced
vacancies. The authors also conclude that there are no constitutional vacancies on either
side of the stoichiometric composition in 7-TiAl because otherwise all positrons would
be trapped in constitutional vacancies. The small fraction of vacancies introduced by
electron irradiation (about 10~*) could then cause no further change in positron lifetime.
This conclusion is strongly supported by the above mentioned positron study of vacancies
in thermal equilibrium and by practically the same value of about 200 ps deduced for the
lifetime of positrons trapped in thermal vacancies {20].
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Already in 1954 Elliot and Rostocker [22] had published a quantitative study of in-
tensities of (220) and (110) X-ray diffraction lines from Al-rich off-stoichiometric 4-TiAl.
They concluded that excess Al atoms replace Ti atoms but otherwise preserve long range
L1, order. Recently, Vujic et al. [23] have determined lattice parameters a and c in 4-TiAl
between 50 and 58 at.% Al from X-ray measurements. From the lattice parameter data
they calculated X-ray densities assuming either constitutional vacancies on Ti sites or Al
antisite atoms on Ti sites. From a comparison of gravimetric densities measured by the
Archimedean method and the calculated X-ray densities they confirmed that no structural
vacancies are present and that Al antisite atoms are the predominant structural defects.

Multiphase interdiffusion in the Ti-Al system especially on the Ti-rich side, has been
studied by Hirano and lijima [15] on diffusion couples of pure Ti and 7-TisAls, using
electron probe microanalysis and the Boltzmann-Matano method. Figure 5 shows inter-
diffusion coefficients from the work of Hirano and Iijima [15]. In the 7-TiAl phase, the
interdiffusion coefficient increases with increasing Al content. In figure 3 the interdiffusion
coeflicients from figure 5 pertaining to the lowest and highest Al content of y-TiAl investi-
gated in [15] have been plotted as dashed lines. The upper line corresponds to practically
the same composition investigated in our laboratory by the radiotracer technique.

The interdiffusion coefficient, D, is related to the tracer self-diffusion coefficients, D3
and Dy of the components of a homogenous A-B alloy, through Manning’s generalization
of Darken’s equation [25]

D = (X4Dy+ XgDy) ®r. 3

Here X, and Xp denote molar fractions of the components, ® is the thermodynamic
factor, and r is the so-called vacancy wind factor which usually is of the order of unity.
Using a classical result from thermodynamics of binary alloys the thermodynamic factor
can be written as

_ XaXp d°G @)

T RT dXx3’
where G denotes Gibbs free energy. The thermodynamic factor is larger than unity for
phases with negative deviations from ideality (AG < 1), and smaller than unity in the
opposite case.

Unfortunately the thermodynamic factor for v-TiAl is not known to us. However,
thermodynamic factors in intermetallic compounds are often larger, sometimes even con-
siderably larger than unity due to the attractive interaction between the constituents.
As a consequence interdiffusion coefficients are often larger than tracer diffusivities and
activation enthalpies of interdiffusion are often smaller than for tracer diffusion.
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Figure 6: Phase diagram of the system Co-Nb according to [26]

In diffusion couples of pure Ti and 4-TiAl Kirkendall marker shifts towards the Ti-rich
side of the couple have also been observed [15). In a single-phase diffusion couple such an
observation would indicate that Ti atoms diffuse faster than Al atoms. However, for mul-
tiphase diffusion couples such a conclusion is not justified. The behaviour of Kirkendall
markers in multiphase diffusion couples is more complicated than in single-phase couples
especially due to the influence of interfaces, which, e.g., can act as sources and sinks for
vacancies.

3 Solid state diffusion reaction in the Co-Nb system

3.1 The Co-Nb system

A recent version of the phase diagram of the Co-Nb system according to [26] is shown
in figure 6. Three intermetallic compounds exist in the Co-Nb system down to room
temperature: an almost equiatomic phase CoNb with WeFes-structure (also denoted as
p-phase), a cubic phase denoted as Co,Nb with CuyMg-structure (cubic Laves phase),
which, however, can accommodate several percent off-stoichiometry on the Co rich side,
and an almost stoichiometric compound Co;Nb;.
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3.2 Experimental procedure

Solid state diffusion reaction (multiphasc diffusion) has been studied in diffusion couples
of pure cobalt and pure niobium in the temperature range 1173 K to 1473 K. After each
diffusion anneal the samples were polished perpendicular to the diffusion zone. The sur-
face was etched and the layer thicknesses of the intermetallic phases were measured with
an optical microscope. The growth kinetics of those phases that grew fast enough, to be
studied by optical means, were investigated for various temperatures. Concentration-
depth profiles across the diffusion zones were determined using an electron microprobe
analyzer operated in the point counting mode. Interdiffusion coefficients for the cubic
Laves phase CozNb have been evaluated using the Boltzmann-Matano- and Sauer-Freise
methods. For further details about the experimental procedure and about results con-
cerning the phase equilibria the reader is referred to a forthcoming paper [17].

3.3 Growth kinetics of intermetallic compounds in the Co-Nb
system

In the diffusion zone of Co/Nb diffusion couples annealed below 1350 K in addidtion the
two primary solid solutions three intermetallic phase layers CoNb, Co;Nb, and Co;Nb,
separated by four interfaces are observed. In diffusion couples annealed above 1323 K
only layers of CoNb and Co;Nb and three interfaces are present. This observation is in
agreement with the Co-Nb phase diagram shown in figure 6, but at variance with the
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phase diagram which can be found in [18]. Additionally the homogeneity range of the
CozNb phase broadens from 68.5-73 at% Co at 1173 K towards 67-77 at% Co (the

maximum range) at 1413 K.

Figure 7 shows plots of the layer thickness Az of the Co;Nb phase versus the square
root of diffusion time ¢ according to

Az? = 2k;t. (5)

k; denotes the growth constant of the phase i. Parabolic growth of the Co;Nb phase
without significant incubation time is indeed observed. Similar behaviour is found f{u.
Co;Nb,. Parabolic growth implies that the growth kinetics is diffusion controlled. Slow
growth of the CoNb compound also occurs, however, the growth kinetics could not be
investigated since the layer thickness never exceeded a few pm.

Figure 8 shows the temperature dependences for the growth constants of the Co;Nb
and CorNb, layers. The growth constant of CosNb increases with temperature, T, ac-
cording to an Arrhenius law

(6)

_ -1
k=174-10"7 exp (—Ml—) mls™?,

RT

where R denotes the gas constant. The growth constant of CoyNb; has a maximum near
1300 K. It is always smaller than the growth constant of Co;Nb. As already mentioned
at diffusion temperatures above 1323 K the Co;Nb; phase diappears.

Kidson [27] has shown that growth constants for completely diffusion controlled growth
have the following meaning

(DK)i — (DK)ix| _ [(DK)ji — (D K);;
cy—cq cy-cxF

™

ki =

C;i denotes the equilibrium composition on the i-side of an i/j interface, D;; the inter-
diffusion coefficient in the i-phase near the i/j -interface, and K;; is determined by the
concentration gradient in the i-phase near the i/j-interface. In the derivation of equa-
tion (7) any influence of interface processes like phase nucleation, atomic transfer across
the interface, and the creation and/or annihilation of point defects at the interfaces has
been already disregarded, which is only justified for long enough diffusion times when
the growth process is completely diffusion controlied [28, 29]. Even for this simple case
growth constants have a complex meaning because they depend on diffusivities in all the
layers present in the diffusion zone, on the concentration gradients on both sides of the
interfaces, and on the (sometimes temperature dependent) solubility limits of the phases.
If one deduces an activation enthalpy for the growth process, which in our case is possible
for CozNb, it still may have a complex meaning. Its value is usually not identical with
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Figure 8: Concentration penetration plot for a Co/Nb couple annealed for 330 h at 1373 K

the activation enthalpy of interdiffusion in the pertaining layer. In the case of CorNb, the
temperature dependence of the growth constant cannot even be described by an Arrhenius
relation.

3.4 Interdiffusion in the cubic Laves phase Co;Nb

A typical concentration penetration plot obtained by electron probe microanalysis for a
couple annealed at 1373 K for 330 h is shown in figure 9. The Co;Nb layer with some stoi-
chiometry range on the Co rich side between about 69 and 76 at.% Co is clearly observed.
The CoNb phase is visible in optical micrographs (see [17)). However, its thickness is so
small that it can be easily overlooked in electron microprobe analysis.

Boltzmann-Matano analysis has been used to evaluate interdiffusion coefficients for
CosNb as a function of composition from experimental concentration-depth profiles. If
the variation of the molar volume with concentration reported in [30] is taken into account
by applying the modification of the Boltzmann-Matano analysis introduced by Sauer and
Freise and den Broeder [31, 32} very similar results are obtained [34).

Figure 10 shows the results using the molar fractions of Co as the concentration units
for Matano’s analysis. The interdiffusion coefficients have a significant compositional
dependence with a maximum between 73 and 74 at.% Co. Arrhenius plots of the inter-
diffusion coefficients in the CoaNb-phase for various compositions are shown in figure 11.
The activation enthalpy of interdiffusion decreases slightly with increasing Co concentra-
tion from 173 kJmol-! for 70 at% Co to 157 kJmol~! for 73 at% Co. The pre-exponential
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Figure 10: Concentration dependence of the Figure 11: Interdiffusion coeflicients in
interdiffusion coefficients in Co;Nb Co;Nb-phase for various compositions

factor 4 - 10~% m%™? is almost independent of composition. The activation enthalpy of
interdiffusion is not much different from the activation enthalpy observed for the growth
constant of the Co;Nb phase indicating that the growth kinetics of this phase in Co/Nb
diffusion couples is largely controlled by bulk diffusion through this phase.

3.5 Some remarks on diffusion and defect structure in Laves
phases

Laves phase compounds crystallize with the cubic MgCu; (also denoted as C-15), the
hexagonal MgNi; (C-36), and the hexagonal MgZn; (C-14) structures. The three struc-
tures are all densely packed with averaged coordination numbers larger than 12. Only
atoms from one species are in contact to each other. At present there are only very few
difusion studies and even less defect studies, although -~ as already mentioned — Laves
phases represent the largest group of intermetallic compounds.

According to our knowledge the data of figure 10 and 11 represent the first set of
diffusion data for the cubic Laves phase Co,Nb. As already mentioned in the previous
section interdiffusion coefficients pertain to diffusion in a compound with a composition
gradient. According to equation (3), apart from the component diffusivities of Co and Nb,
the interdiffusion coefficient contains the thermodynamic factor of Co;Nb. Presumably
the maximum in the interdiffusion coeficient is due to a maxinum in the thermodynamic
factor.
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Figure 12: Diffusion processes in Co,Nb and Figure 13: Diffusion processes in 7o;Nb and
other Laves compounds in a homologous tem- other materials in a homologous 1 * aperature
perature scale scale

Saito and Beck [33] have performed a comparison of the X-ray density with gravi-
metrically measured densities for the Co-rich compounds of the Co-Nb system. Their
measurements show that the variable stoichiometry of the Co;Nb Laves phase is the re- .
sult of the progressive occupation of Nb sites by Co atoms, and not the result of structural '
vacancies in the Nb sublattice. It is well-known that in intermetallic compounds with B2 ;
order (CsCl stucture) of varying stoichiometry the diffusion coefficient shows a minimum
near the stoichiometric composition because for off-stoichiometric compositions structural
vacancies can act as additional diffusion vehicles {3]. In contrast to structural vacancies
antisite atoms will not act as additional diffusion vehicles.

Figure 12 shows in a homologous temperature scale an Arrhenius diagram of all dif-
fusion data for Laves phase compounds known to us. Giinzel et al. [40] reported tracer
diffusion of ®Zn in Zn;Mg, which is a hexagonal (C-14) Laves compound. Tracer diffu-
sion of **Fe in Fe,Ti ~ another hexagonal C-14 compound ~ was studied by Shinjaev [42).
Finally, interdiffusion coefficients in the Laves phase Co;Ti from the work of van der
Straten et al. {41] are displayed in figure 12. Obviously for homologeous temperatures the

' diffusion properties of the cubic Laves phase Co;Nb and of the hexagonal Laves phase
Zn,Mg are similar.

Figure 13 shows a comparison of interdiffusion in Co;Nb (composition 70 at.% Co)
with self-diffusion processes in pure Co [4, 35} and pure Nb [4, 36). Also shown in fig-
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ure 13 as full circles are interdiffusion coefficients which originate from our concentration-
depth profiles in the range of the very Co rich solid solution (see figure 9). These data
essentially represent Nb diffusion in Co. Impurity diffusion of Co in Nb [37, 4] is a diffu-
sion process which is clearly faster than diffusion in Co;Nb. Very likely it occurs by an
interstitial-substitutional exchange mechanism [38] where the exchange is mediated by va-
cancies similar to well-established cases of fast diffusing foreign atoms in germanium (see,
e.g-, [39])). Processes like self-diffusion in Nb and in fcc Co and Nb diffusion in Co, which
occur by thermal vacancies, are somewhat slower than interdiffusion in Co,Nb. However,
one should keep in mind that interdiffusion coefficients in intermetallic compounds due to
the influence of the thermodynamic factor (see equation (2)) are often larger than tracer
diffusivities and activation enthalpies often smaller than in tracer diffusion experiments

on the same material.

The already mentioned findings of Saito and Beck [33], the values of the pre-exponential
factor and the activation enthalpy for interdiffusion as well as the similarity of the diffusion
behaviour to materials where thermal vacancies are well-established vehicles of diffusion
(see figure 13) plead for a thermal vacancy mechanism in Co;Nb as well.

4 Summary and conclusions

Tracer diffusion studies in the Ti-Al system in our laboratory have been started with
experiments of titanium diffusion in single-phase ¥-TiAl. In the Co-Nb system phase
equilibria, growth of intermetallic compounds, and interdiffusion in the cubic Laves phase
Co;Nb have been investigated. Our diffusion results are discussed together with infor-
mation on diffusion and defect structure in 4-TiAl, on the Co-Nb system, and on other
Laves phase compounds.

The salient points obtained for 4-TiAl are the following:

1. Titanium self-diffusion occurs via thermal vacancies.

2. The difference between our tracer diffusion data and interdiffusion data from liter-
ature [15] is largely attributed to the thermodynamic factor.

3. Deviations from stoichiometry are compensated by antisite atoms.

4. A significant contribution of structural vacancies to diffusion in off-stoichiometric
material is unlikely.

5. Conclusions 1), 3), and 4) are strongly supported by positron annihilation stud-
ies [20, 21] and by density measurements [23].

The salient points obtained for Co-Nb are the following:

1. All intermetallic compounds (CoNb, CosNb, and CosNb;) which could be expected
on the basis of the ‘Smithells’ version [26] of the Co-Nb phase diagram are present
in the diffusion zones of Co/Nb diffusion couples.
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2. Parabolic growth was observed for CoaNb and Co;Nb,;, whereas growth of CoNb
was too slow to be determined by optical means.

3. The temperature dependence of the growth constant of Co;Nb can be described
by an activation enthalpy of 211 kJmol~!. The growth constant of Co;Nb, passes
through a maximum near 1360 K.

4. Interdiffusion coefficients in the cubic Laves phase Co,Nb show a maximum as a
function of composition, which is tentatively attributed to the thermodynamic fac-
tor.

5. The interdiffusion coeflicients obey Arrhenius laws for fixed compositions of Co;Nb.
The activation enthalpies vary from 173 kJmol™! to 157 kJmol™! for 70 at% Co
to 73 at% Co. The pre-exponential factor is 4 - 10~® m?s~! almost independent of
composition.

| 6. Deviations from stoichiometry according to density measurements are compensated
i by Co antisite atoms on the Nb sublattice [33].

7. Conclusion 6) together with similarities of the diffusion behaviour of Co;Nb with
¢ well-established cases of thermal vacancy diffusion plead for thermal vacancies as
dominating diffusion vehicles in Co,Nb.
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Abstract

The diffusivities of two off-stoichiometric NiAl alloys containing chromium have been measured
by a diffusion couple technique that employs concentration differences of a few atomic percent.
The conceatration profiles were measured by EPMA and then evaluated using the square root
diffusivity analysis. When substituting the diffusivitics into error function solutions,
concentration profiles were obtained that were within 0.2 at% of EPMA data. It was found
that adding chromium to Ni; ,3Al 5, had the effect of decreasing D5, and increasing D, yc,,
Dcrars and De,e- The decrease in Dy, ,, was about one fifth of that obtained when adding the :
same amount of aluminum. !
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L. Introduction

The B2 nickel aluminide (NiAl) is an intermetallic compound that is important as a high
temperature coating and potentially as a high temperature structural material. In order to
model its interdiffusion behavior at high temperatures, it is necessary to know the diffusivity
for a range of compositions.

Since the diffusivity of intermetallic compounds is subject to large variations with
composition, its measurement on multicomponent alloys poses special problems. The
Boltzmann-Matano analysis is not affected by the variations, but it has other limitations. For
ternary alloys it cannot give the diffusivity for a predetermined composition; and for
quaternary and higher order alloys it does not apply (1).

An alternative to the Boltzmann-Matano analysis is one of several analyses that were
derived by assuming that the diffusivity is constant (2,3), a useful approximation when
concentration differences are small. Recent work (4) has shown that one analysis, the "square
root diffusivity analysis,” has validity even when the diffusivity varies linearly with
concentration. In the present work it was applied to measuring the diffusivity of NiAl alloys
that contain less than the stoichiometric amount of Al, approximately 36%Al, and up to 7.5
at% Cr. The effect of Cr on diffusion was then compared with previous work on binary
NiAl alloys.

I1. Background

Shankar and Seigle (5) showed that the diffusivity of binary NiAl varies by several
orders of magnitude across the single phase beta field of the phase diagram. In a plot of
diffusivity vs. Al concentration the diffusivity has a deep minimum at 48-49 at% Al (D ~
1x10'° cm?/sec). Presumably the formation of vacancies in alloys with more than
stoichiometric Al (6) and a reduction in long range order in alloys containing less than the
stoichiometric amount are primarily responsible for these changes.

The "square root diffusivity analysis® has been applied already to measuring the
diffusivity of gamma phase, Ni-Cr-Al (7) and Ni-Cr-Al-Mo (8) alloys. For ternary alloys the
results were within 10% of those obtained by the Boltzmann-Matano analysis (i.e. they were
within the experimental error). The current work is the first time the square root diffusivity
analysis has been applied to an intermetallic compound.

The analysis yields the "square root diffusivity” which is a kinetic property matrix, [r],
that is related to the diffusivity matrix [D] by the relationship (9):
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The basis for the analysis applied to temary alloys is the equation (10):

)
S - - %('u‘cxo + ’RAC:)

in which t is time, S, is the amount of solute i crossing the initial interface from left to right,
r; is an element of the square root diffusivity matrix, and AC;? is the initial concentration
difference between alloys on the right and the left sides of the givea diffusion couple:

ace- ck - ¢t ®

Two diffusion couples are required to solve Eq. [2] for the r;;’s. The diffusion couples must
have the same average composition and the diffusivity obtained is for an alloy with the
average composition. Additional details of the analysis method are given in several recent
publications (1,7,8).

III. Experimental Procedure

The diffusivity of two aluminide alloys were obtained by making measurements on four
diffusion couples. To make the couples, six alloys which differed by relatively small
concentration differences were prepared from high purity Ni(99.99%), Cr(99.99%) and
Al(99.99%) starting materials by repeated arc melting in a high purity argon atmosphere.
The composition of each alloy prior to arc melting is given in Table 1. Arc melted buttons
were drop cast into a 6 mm diameter cylindrical mold. The alloy rods were then
homogenized by sealing them in nickel tubes and then annealing for S0 hours at 1200°C. The
rods were then machined to 5 mm diameter rods and sectioned into 2.5 mm thick disks and
polished. Because of the nature of NiAl, the alloys were brittle and individual grains often
dropped out of the disks, especially in alloys that contained the smallest amount of Cr.

Table 1. Composition of Alloys Prior to Arc Melting

Alloy # Ni Cr Al
atomic %
1 56.0 10.0 34.0
2 56.0 8.0 36.0
3 60.0 8.0 32.0
4 60.0 6.0 34.0
5 60.0 40 36.0
6 64.0 2.0 34.0
n
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Alloy # Couple at% Cr at% Al
1 41 9.5+ 02 33.5 + 0.7 i
2 26 7.0 34.7 k
2 7.5 36.0
n 72 2.2
4 4/1 5.7 33s
514 5.7 1S
si4 37 35.5
| 6 26 1.9 4.4
:
i 72
———— 4 Iy amalon
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The diffusion couples were made by assembling a series of disks in stainless steel
holders. For example, one series contained the alloys: 1/4/5/3/2/6. The holders applied
hydrostatic stress to the alloys and protected them from oxidation. The holder was protected
from excessive oxidation by vacuum encapsulating in quartz tubing. The assemblies were
heated for 40 hours at 1200°C+2°C. Then the quartz tube was removed from the fumace
and quenched in ice brine. The diffusion couple assembly was sectioned longitudinally by
a diamond-impregnated saw to expose faces perpendicular to the initial interfaces of the
diffusion couples. The samples were then ground and polished.

Composition profiles were measured from the diffusion couples by electron probe
microanalysis (EPMA). A Cameca MBX electron probe microanalyzer was used, operating
at 15 kV and a beam current of about 20 nA. The analytical spatial resolution was
approximately 1 um and the takeoff angle of the X-rays was 40 deg. Measurements were
made at distance increments of 10 um. The X-rays that were collected were automatically
corrected for atomic number effects, absorption, and fluorescence by an ZAF correction
program and then were converted into composition data. The composition values are accurate
to better than 12 pet relative, as determined by X-ray counting statistics.

IV. Results

Five measurements were made on each profile in order to determine [r]. These were
the initial alloy concentrations, C;' and C;®; the location of the interface at the average
composition, X;; and the change in solute on each side of x;, S, and S;}. The values of X;
differed somewhat for Cr and Al due to experimental scatter (7,8).

The initial alloy concentrations were measured by averaging 25 points outside the
reaction zone. These values and the standard deviations are summarized in Table II.

Table II. EPMA Measurements of the Initial
Concentrations of Diffusion Couple Alloys
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The position of the interface at the average composition (C;X+C;1)/2 was then determined
graphically from the concentration profiles.

Theamuntofsoluwgiwasmhenasanavemgeofthetwoamsdewmﬁnedgmphiany
on each side of X; (7,8), while the AC;”’s were determined from the initial alloy compositions
by Eq. [3]. In couple 2/6 the Al profile does not have a clear C® because of problems with
the sample homogeneity. In this case S,, was taken as S, the amount of solute entering
alloy 2. The average concentration was taken as the average of the extrema concentrations.
A similar procedure was used for the Cr profile of Couple 3/2. The §; and AC,® for each
profile of each diffusion couple are listed in Table III.

Table INI. Measurements from Concentration Profiles

Couple# AC®¢, AC®, Scy Sa
at% at% at%um at%um

2/6 5.1 0.3 621 337

3 0.4 3.8 -131 463

4 3.8 0.1 492 239

5/4 2.0 2.0 219 270

From Eq. [2] four equations can be written for each of two diffusion couples that had
the same average composition (i.e. 4/1 and 3/2 as well as 2/6 and 4/5). By solving these
equations simultaneously {r] was obtained for an alloy having the average composition.
Finally, [D] was obtained from Eq. [1]. Both the r; coefficients and the D;; coefficients are
listed in Table IV,

Table IV. Square Root Diffusivity and Diffusivity Coefficients

Average CrCr CrAl AlCr AlAl
Composition

48 at% Cr T 5.6 5.6 2.5 8.7
34.6 at% Al Dy 33 8.0 37

7.5 at% Cr T 6.1 1.7 3.0 7.7
33.5 at% Al Dy 42 23 4 64

Units: ry: 105 cmsec™? : Dy : 10710 cm?sec!

73




L RN S ) R ST, F ROy

oS-

Y ek v AN A S M 4 £ e

V. Discussion

In order to test the validity of the measured diffusivities, they were substituted into error
function solutions used to calculate concentration profiles for diffusion couples. The
calculations were made by software named PROFILER (available from one of the authors,
JEM). The calculated profiles along with the EPMA data are shown for each diffusion couple

Diffusion Couple 4/ Diffusion Couple 3/2
o

©o 18.o

35.5
2 35.0 >
* g
034.5 )
£ s
[s]
“34.0
/O Y T Y T 33.5 - T —
-t000  -500 [ 500 1000 -1000 [} 1000
Distance (um) Distance (jxm)

Figure 1: Concentration profiles in the four diffusion couples. Markers are EPMA data
while lines were calculated by substituting the measured diffusivities into the error function
solution of the diffusion equation.

in Fig. 1. The standard deviation between the data and the error function profiles is on the
order of +0.1 at% for Cr and +0.2 at% for Al. The agreement here suggests that any
constant diffusivity analysis could have been used to obtain a reasonable diffusivity matrix
and that higher order systems could have been treated, too.

The effect of adding Cr to Ni; ,sAl 7, is compared in Fig. 2 to that of adding Al to the
same alloy. From the data of Shankar and Seigle (5) it can be seen that adding 7.5 at% Al
has the effect of reducing D,,;,, by nearly a factor of ten while a similar addition of Cr
reduces D,,,; by a factor of two. The decrease caused by adding Al is likely due to an
increase in long range order, however the decrease caused by adding Cr was likely due to
other reasons, for example, changes in the thermodynamic factor (11).

Adding Cr to Ni; 53Al 7, not only decreases D, ,; but also increases D¢, De;a, and
D¢icy a8 shown in Fig. 3. The increase in Dc,,, is required by theory because D, must
74
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Figure 3: Coefficients of the diffusivity matrix for alloys containing Ni; 2gAl 53 plus Cr.
approach zero as the concentration of Cr approaches zero (12). Otherwise a flux of Cr would

be predicted by the flux equation when there is no Cr in the
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VI. Conclusions

It has been shown that the square root diffusivity analysis can be applied to measuring
the diffusivity of multicomponent intermetallic compounds. Even though it was applied here
to temary alloys, the results suggest that it could be applied to quaternary and higher order
alloys. For the case of NiAl that contains less than the stoichiometric amount of Al, it was
shown that adding Cr tends to reduce D, ,). Adding Al has a similar, but larger effect.
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Abstract

The Path Probability Method is employed to study ordering kinetics and phase sta-
bility under thermal cycles for L1y ordered phase of a spin system at 1:1 stoichiometry.
Characteristic features of two types of ordering mechanism, Nucleation-Growth ordering
and Spinodal ordering, are examined from the kinetic point of view. It is confirmed that
an infinitesimal amount of fluctuation drives the Spinodal ordering while a critical amount
of fluctuation is necessary for the Nucleation-Growth ordering. A steady state kinetic path
under cyclic temperature variation is obtained in a thermodynamic configuration space.
The steady state path deviates significantly from the equilibrium path in the high temper-
ature region, which is explained based on the topological feature of the free energy contour
surface. The extension of the present study of a spin system to an alloy system with the
vacancy mechanism is discussed.
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I. Introduction

The Cluster Variation Method (hereafter CVM) (1] of statistical mechanics has been
widely employed to study alloy thermodynamics. The advantage of the CVM is the fact
that a wide range of atomic correlations, which play a crucial role in the phase transition,
are explicitly incorporated in the free energy functional. Thereby accurate information
about relevant thermodynamic quantities can be derived. Recently, by including electronic
structure calculations, a first-principles approach to alloy thermodynamics has been carried
out for various alloy systems (2,3].

Although equilibrium thermodynamics is a fundamental tool for understanding phase
stability of a given alloy system, less information can be derived for kinetic aspects, which
are particularly important in understanding the behavior of a metastable state brought
about by various non-equilibrium processes. In fact, fascinating features of functional
properties, owing in many cases to metastable properties and time dependent phase sta-
bility, is the central concern in designing an advanced material. Development of a reliable
kinetic theory is an urgent goal in materials science.

Kikuchi’s Path Probability Method (hereafter PPM) [4,5,6], which was proposed about
a decade after CVM was devised, is the natural extension of the CVM to time domain,
therefore various useful features are inherited from the CVM. An advantage of the PPM
is that a calculated quantity in the long time limit correctly converges to the equilibrium
one independently obtained by the CVM. Hence, the combination of the CVM and PPM
enables one to perform a systematic study in synthesizing equilibrinm and non-equilibrium
aspects of the phase stability of a given material. The major stumbling block against a
wide applicability of the PPM, however, is the fact that the PPM generally demands an
enormous amount of variational parameters. Although the tetrahedron approximation is
the common practice for the CVM study on an fcc-based alloy system, the formulation as
well as the computation of the PPM within this approximation is quite complicated {7,8].
M-st of the PPM studies have been limited to the bce-based alloy system for which the
pair approximation provides fairly accurate results [9)].

In the description of an equilibrium state, both spin and alloy systems are equivalent.
However, the essential difference between the two should be noted for the description of
kinetics. The spin system is characterized by a flipping mechanism which does not neces-
sarily conserve the concentration of up (and down) spins. While the exchange mechanism,
either direct or through a vacancy, for an alloy system strictly conserves the composition.
It has been recognized that the spin flipping mechanism for both the formulation and com-
putation of the PPM demands less labor due to the restricted freedom of the evolution
path, which makes the tetrahedron approximation tractable. In order to study the kinetic
behavior of an fcc-based system by the PPM, the spin kinetics has been adopted by the
author’s group. Also, these studies are limited to 1:1 stoichiometric composition for which
the composition is conserved without additional constraints. Thereby, the conserved na-
ture of an alloy system is simulated to some extent. In the present report, two examples of
the PPM studies performed by the authors’ group [10,11,12), for an fcc-based L1, ordered
phase are demonstrated. These are (1) ordering kinetics [10,11] and (2) phase stability
under cyclic temperature variation [12].

It has been well known that the ordering reaction is driven by either Nucleation-Growth
(hereafter NG) or Spinodal ordering (hereafter SP) {13,14] mechanisms. Most of the kinetic
studies are, however, centred around the former mechanism. We attempted to clarify the
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kinetic features of the SP by examining both reactions based on the PPM calculations.
In fact, one prominent feature of the PPM is that the time evolution of short range order
parameters in addition to a long range order parameter are systematically derived, which
is expected to provide more detailed information on the ordering kinetics. Such is the
purpose of the first example, i.e., the study of ordering kinetics.

The main emphasis of the present report is placed on the second example which is
motivated by the following observation. The phase stability of an intermetallic compound
has been attracting broad attention. And the major theoretical efforts have been directed
towards a better understanding of the stability at both the ground state and finite tem-
peratures. The former is well investigated by electronic structure calculations, while the
latter is investigated by a statistical mechanics method such as CVM or Monte Carlo
method. However, the stability of the intermetallic ordered phase is not fully characterized
by these two aspects only. For instance, the stability under cyclic temperature variation
which is an indispensable component in designing a heat resistant intermetallic compound
is basically a subject of kinetics. Such dynamical stability is controlled by various kinetic
factors. Among them, the most prominent one is the diffusivity of component elements.
The interplay between diffusion which drives a system towards the equilibrium state and
external cooling (and heating) rates eventually induces a steady state which may be well
characterized by a kinetic path traced in a thermodynamic configuration space. Since the
PPM provides the time evolution of various configuration variables it is expected that the
steady state behavior is well clarified by the PPM.

The organization of the present report is as follows. In the next section, a brief outline
of the theoretical background of the PPM is described. The major results are demonstrated
and discussed in the third section. As was described above, the present report is devoted
to a spin system. The discussion of the alloy kinetics requires a detailed picture of the
atomistic exchange mechanism. Such an effort has been recently initiated [7,8]. In the
final section, a brief discussion of the extension of the present study to an alloy system is

provided.

II. Theoretical background of the ¥i*M

Pl ilibria and stabili luzed by the CVM

Within the tetrahedron approximation of the CVM, four independent variables (corre-
lation functions) are sufficient to describe a disordered phase. For the L1, ordered phase,
on the other hand, the number of the independent variables increases to eight due to the
removal of the degeneracy among sublattices by a breaking of symmetry. Shown in Fig. 1
is the disorder-Ll, phase diagram in the vicinity of 50 at.%. The transition tempera-
ture determined in the present study at 1:1 stoichiometry is kpT/vyy = 1.89 where vq,
is the nearest neighbor pair interaction energy. Note that the temperature is, hereafter,
normalized by the nearest neighbor pair interaction energy.

The broken line in the phase diagram is the Spinodal ordering (SP) temperature. Math-
ematically, the SP temperature is defined as the temperature at which the second order
derivative of the free energy matrix with respect to the correlation functions vanishes [14].
Since the second order derivative of the free energy provides a measure of the stability of a
system, the SP temperature can be regarded as a stability locus. It should be noted that
unlike the case of spinodal decomposition in which concentration fluctuations lead to the
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Figure 1: Disorder-L1, phase diagram in the vicinity of 1:1 stoichiometry. The broken line
indicates the (100) Spinodal ordering locus. The temperature axis is normalized by the
nearest neighbor pair interaction energy vy;. The arrow indicates the range of the cyclic
variation of the temperature.

decomposition reaction, SP is driven by the fluctuations of order parameters. Below the
SP temperature, ordering fluctuations trigger the transition which is a barrierless phase
transition, whereas the Nucleation-Growth {NG) mechanism is expected above the SP tem-
perature. The SP temperature determined in the present calculation at 1:1 stoichiometry
is 1.63.

Although, as was described above, the number of the independent variables needed to
describe the L1 ordered phase within the tetrahedron approximation is eight, only five of
them are independent for a fixed composition at 1:1 stoichiometry due to the symmetry.
These are the point correlation £§ (=-§f ), the pair correlations £5° (=§5" ) and &7, the
triangle correlation £2* (=-£:‘,""‘9 ) and the tetrahedron correlation £5**° \where a and g
denote sublattices. Among these, £2 (=-£7) describes the long range order which is related
to C§, the con entration of up spins (or A atoms) on the a-sublattice, by Cq = 1(1 - £7),
whereas the rest of the variables are short range order parameters. Shown in Fig. 2 {11]
are the free energy contour lines at 1:1 stoichiometry in temperature-{{ space. This is
obtained by minimizing the free energy functional for a fixed value of £ with respect to
the remaining variables at each temperature. Hence, this is regarded as a constrained
phase equilibrium. The vanishing of the long range order parameter (£$=0) indicates the
disordered phase while a finite value corresponds to an ordered state. One can confirm that
the free energy of the disordered phase and ordered phase becomes equivalent at around
1.89, which indicates the order-disorder tramsition. Also an inflection point of the free
energy curve vanishes at around 1.63, which indicates the SP temperature.
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Pat babilit

Most of the existing kinetic theories describe processes starting with the state variable
and their time derivatives. On the contrary, the variational parameters appearing in the
PPM are path variables which describe transitions among state variables. The main feature
of the PPM may be well grasped by comparing with the CVM as follows.

In the CVM, the central quantity is the free energy functional which is described in
terms of a set of correlation functions or cluster probabilities. An equilibrium state is
defined as a minimum of the free energy functional with respect to the correlation functions.
The counterpart of the grand potential of the CVM is the Path Probability Function,
P(t; t+ At) (hereafter PPF), which is an explicit function of time. Likewise, corresponding
to the cluster probabilities are the path variables by which the PPF is maximized to yield
the most probable path of time evolution of a given system. The PPF P is written as the
product of the following three terms.

P = (oAt)N(X1.2+X:,1) (- oAt)N(XLﬁX“) , )
AE
Py = exp (' 2k,T) ' 2)
and
a3
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where N is the total number of lattice points, 8 is the spin flip probability per unit time,
Xij» Yijat and Wijt maop are the path variables for the flipping from one spin configuration
to another designated by subscript (up spin or down spin) before and after the comma sign,
on a point, pair and tetrahedron cluster, respectively, AF is the change of the internal
energy before and after a flipping event. The first term P, describes a statistical average
of non-correlated spin flip events over the entire lattice, and the second term P, is the
conventional thermal activation factor. Hence, the product of P, and P, corresponds to
the Boltzmann factor in the free energy and specifies the probability that one of the paths
specified by a set of cluster probabilities occurs. The third term P; characterizes the PPM.
One may see the similarity with the configurational entropy term of the CVM, which gives
the multiplicity, i.e., the number of equivalent states. In a similar sense, P; can be viewed
as the number of equivalent paths, i.e., the degrees of freedom of the microscopic evolution
from one state to another.

P3 = (3)

Then, by maximizing the PPF, P, with respect to the path variables for each time step
At, an optimized set of the path variables is obtained. Since a set of path variables relates
cluster probabilities at time ¢ and t + At, the repetition of this procedure yields the time
evolution of the cluster probabilities for a specified set of initial cluster probabilities.

II1. Results and Discussions

As is demonstrated in the previous section, two types of ordering transitions, NG
and SP, are predicted by the stability analysis. However, conventional stability analyses
including the one described above are based on the perturbation analysis. It is, therefore,
anticipated that the time evolution of a system from a state that is far from equilibrium
is not properly analyzed. An ordering process is the subject of kinetics. In order to reveal
the distinction between the two ordering processes from the kinetic point of view, the
PPM is employed to study the time evolution behavior of the system at isothermal aging
temperatures 1.70 and 1.60, which are above and below the SP temperature, respectively.
In each case, the system is initially maintained at temperature 2.5 which is in the disordered
state.

Shown in Fig. 3a [10,11] are the time evolution of C§ and C4 which serve as long range
order parameters and the free energy of the system during the isothermal aging process
at temperature 1.7. Note that the time axis throughout this study is normalized by the
spin flip probability # and is in a logarithmic scale. In order to trigger the transition,
the fluctuation of the long range order parameters is imposed at temperature 2.5, which
is indicated by the initial separation of C§ and Cﬁ. One can see that the fluctuation is
amplified and C¢ and C% eventually reach steady state values which are confirmed to be
the equilibrium ones for the L1, ordered phase at temperature 1.7 independently calculated
by the CVM. However, for the small fluctuation shown in Fig. 3b [10,11], the imposed
fluctuation fades away and eventually the system returns to the disordered state. These
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Figure 3: Time evolution of C§, Cf and free energy at isothermal aging temperatures 1.70
(Figs. 3a and 3b) and 1.60 (Fig. 3c). The horizontal axis is the logarithmic time axis
normalized by spin flip probability 4.
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Figure 4: Time evolution of pair correlations £5* and £2° and tetrahedron correlation £5°%?
at isothermal aging temperatures 1.70 (Fig. 4a) and 1.60 (Fig. 4b).

two results clearly indicate that there exists a critical amount of fluctuation necessary to
drive the transition, which is indicative of the NG ordering.

At temperature 1.60, below the SP temperature, a small amount of fluctuation is am-
plified to yield the L1, ordered phase, as is shown in Fig. 3¢ [10,11]. It was confirmed that
even an infinitesimally small fluctuation could be amplified although the time required to
complete the transition was prolonged. Such a barrierless transition is indicative of the SP
reaction. It should be noted that in all cases, the free energy decreases monotonically.

An advantageous feature of the PPM is the fact that the PPM provides the time
evolution of the short range order parameters, which facilitates detailed analysis of the
transition behavior. The time evolution of two types of correlation functions, £3* and
€%, and the tetrahedron correlation, £7°%, are calculated for both temperatures and
are plotted in Fig. 4a and 4b [10,11). In both cases, the relaxations of these correlation
functions precede the relaxation of long range order parameter (Figs. 3a, b and c), which is
commonly observed in experimental situations. However the noticeable difference between
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Figure 5: Time evolution of tetrahedron correlation function ﬁ’”“” under thermal cycling
between Tinax=1.85 and Tuin=1.20 for ¢g=100 and §=0.001. The broken and solid vertical
lines indicate the times at which temperatures T,,;, and T}, are attained, respectively.

NG and SP is observed in the behavior of the two types of pair correlations. The two
pair correlation functions start to deviate at an earlier time for the NG, an indication of
the decoupling of the original lattice into two sublattices. Whereas for the SP, the single-
lattice state is relatively long lived. The analysis of the kinetic path in the thermodynamic
configuration space is expected to provide more detailed information. This is under way.

D . ilit eveli

As was mentioned in the introduction, steady state behavior under cyclic variation of
temperature is another important subject in the discussion of the phase stability of an or-
dered compound. In the present study, the PPM is employed to analyze the time evolution
and steady state bebavior of the short range order and long range order parameters under
a cyclic variation of the temperature between T),,,=1.85 and Tpin=1.20 (see Fig. 1). In
order to characterize the external cooling (and heating) rate, the cooling (and heating)
time, tq, is defined as the time required to travel from Ty (Timin) t0 Tmin (Tmax). Hence,
a quick (slow) temperature variation is implied by a small (large) tq.

The time evolution of the tetrahedron correlation function, f;"‘” , for tg=100 and
6=0.001 is shown in Fig. 5. The broken and solid vertical lines indicate the times at
which T and Ty,,, are attained, respectively. One can see that the extremum values of
the tetrahedron correlation function are not necessarily reached at Tz ot Tiy;, but some
time lag is observed. One can also confirm that the steady state, which is characterized
by the constant amplitude oscillation, is attained after around t=3000. It should be noted
that the maximum and minimum values of £2*°® in the steady state are different from the
equilibrium values for Tay and Tiyp, respectively.

In order to examine the steady state behavior, the kinetic path is traced in the free
energy contour spanned by the temperature and £ for a given tg and 6. The dependence
on # is demonstrated in Figs. 6a (=0.03) [12] and 6b (6=0.003) [12] for a fixed value of
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Figure 6: Steady state kinetic path (thin loop) during cyclic temperature variation between
Tnax=1.85 and Tyin=1.20 for §=0.03 (Fig. 6a) and #=0.003 (Fig. 6b) at a fixed value of
tg=1000 plotted with the free energy contour lines. The vertical axis is the temperature
and the horizontal axis is the point correlation function, £, which is the long range order
parameter. The thick line is the locus of the equilibrium £§ as a function of temperature.
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Figure 7: Steady state kinetic path (thin loop) under cyclic temperature variation for
to=100 (Fig. 7a) and to=1000 (Fig. 7b) at a fixed #=0.01. The thick line is the equilibrium
locus.

tg=1000, while shown in Figs. 7a (tg=100) [12] and 7b (tg=1000) [12] are the dependence
on tq for a fixed value of 6=0.01. The thick line in each figure represents the locus of the
equilibrium £§ as a function of temperature. It is clearly seen that a loop is formed in
the steady state and the loop deviates significantly from the equilibrium locus for smaller
values of 6 and tg. These results suggest that the steady state kinetics is controlled by the
balance between the spin flip probability # and the caoling (heating) rate tg. When the
spin flip rate is insufficient to adapt to the external temperature change, deviation from
the equilibrium path is pronounced.

Interestingly, one observes that the deviation of the loop from the equilibrium path is
pronounced not in the low temperature but in the high temperature region. This intriguing
behavior is understood based on the topological feature of the free energy contour lines.
The gradient of the free energy contour is steeper in the horizontal direction (along £{
axis) for the lowtemperature region and in the vertical direction {along temperature) for
the high temperature region. Hence, the deviation from the equilibrium £J is limited by
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Figure 8: Steady state kinetic path during cyclic temperature variation between Ty,.,=1.85
and Tpin=1.20 for £g=1000. Thermal activation process of the spin flip event is explicitly
considered through Eq. (4).

| the bigger free energy change in the low temperature region, which keeps the path close to
the equilibrium locus. While in the high temperature region, a horizontal shift of the path
is attained without requiring a large increase in the free energy. Consequently, the path is
trapped close to the equilibrium locus in the low temperature region and the entire shape
is adjusted by shifting in the high temperature region.

The spin flip probability & correspords to an atomic mobility of an alloy system, which
is discussed in the following section. In analogy with the alloy system, temperature depen-
dence is introduced in the spin flip probability through

0 =vexp (—k_(:?) s )

where U is the saddle point energy and v is the frequency factor. An example of the
calculated result for tg=1000 is demonstrated in Fig. 8 [12]. In this calculation, 0.645
and 5.0 are assigned to v and U, respectively, which yields #=0.01 at Truin and 6=0.043 at
Tonaz- By comparing with Fig. 7b, for which temperature independent 6=0.01 is assumed,
one may observe that the steady state loop more closely approaches the equilibrium locus.
This is understood as the thermally activated enhancement of the spin flipping event in
the high temperature region.

IV. Kinetics of an alloy system

The present study is devoted to an fcc spin system. In this final section, we briefly
discuss the extension to an alloy system ([7,8]. As was discussed in the previous section,
the PPF is made of three factors. The product of the first two factors corresponds to the
Boltzmaan factor of free energy in equilibrium thermodynamics, while the third term is the
counterpart of the entropy term. The introduction of the vacancy mechanism introduces
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a great variety of microscopic paths of atomic jump processes, which complicates the
computational procedure. However, the extension of the P; term to an alloy system is
quite straightforward once the path variables are properly defined. The essential difference
introduced by the vacancy mechanism may be well understood through the formulation of
the P; and P; terms, which are described below.

The central guantities in the pair interaction model are the pair path variables. In
contrast to the spin system for which single type of pair path variable is defined, two
types of pair path variables can be distinguished for the alloy system. One is Y5(m0;0m)
(Yo(Om; m0)) and the other is Y(mj : 05), where m and j denote either an A or a B atom
while 0 represents a vacancy. The former describes the direct exchange between an atom
and an adjacent vacancy, while the latter indicates the jumping of the species m into an
adjacent vacant site by breaking the chemical bond with species ;.

With these pair path variables, the P, and P, terms are given as
P=(8 exp(-ﬁU)At)c’ 2 o { Yo(m0;0m)+Yo(0m;m0)} (5)

and

P, = exp [—Czﬁ { IO 2‘: f: e(m,j)Y,,(mj;Oj)}] ) (6)

m#0 j#£0 h=1 direction

where C, and C, are constant terms uniquely related to the coordination number, 4 is
the attempt frequency, 8 is defined as 1/kpT, U is the saddle point energy and e(m, j)
is the pair interaction energy between species m and j. Hence, the P, term describes
the probability of jump events occuring over the entire system. From the symmetry, the
jumping-in sites of an atom after breaking the chemical bond are classified into four groups
which are specified by & and the number of equivalent sites for each group is denoted by g5
in Eq. (6). Then, the exponent in Eq. (6) is the activation energy to break the chemical
bond and, therefore, the P; term describes the probability of breaking the chemical bonds
in the system.

The incorporation of the realistic energy terms I and e(mj : 05) is the key to simulating
an alloy system. A particular difficulty which is anticipated is the evaluation of the saddle
point energy, U, which is sensitively dependent on the local atomic configuration. We
believe that an accurate estimation of U is key to the success of alloy kinetics by the PPM.
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Abstract

We show how Monte Carlo methods can be used to study the thermodynamics or kinetics of
ordering in metallic alloys. Algorithms for Monte Carlo simulations are described, and we
review some results from studies of ordering with the vacancy mechanism. We describe an
extension of the Monte Carlo method that introduces the concept of a force, and we use the
method to study ordering in alloys with vacancy-solute interactions. We show examples of how
the kinetic paths for ordering are modified by vacancy-solute interactions.
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I. Introduction

The kinetics of ordering is far more complicated than the thermodynamics of ordering. A
first principles approach to ordering kinetics requires a detailed treatment of both interatomic
interactions and atom movements. A full treatment would provide both the vibrational
displacements and atom-vacancy exchanges. Today’s computers are fast enough to perform a
dynamical simulation for a small number of vacancy jumps. However, since ordering
transformations involve a large number of vacancy-atom exchanges, a first-principles approach
1o ordering kinetics in a metallic alloy at low temperatures is out-of-reach today, and will remain
so for decades. We expect that computer speed must improve by a factor of a triflion before it is
feasible to attempt first-principles calculations of ordering kinetics. Even then there will remain
the problem of interpreting the results in terms of their underlying physical phenomena.

While & dynamical simulation of ordering is not yet feasible, ordering kinetics can be studied
by activated state rate theory. In this approach, the rate for vacancy-atom exchange is a function
of the local environment surrounding the vacancy-atom pairs. The complexity of the atomic
vibrational motion is replaced by configuration-dependent rate equations. Activated state rate
theory can be implemented with two different approaches: analytical theories or Monte Carlo
simulations. Analytical theories predict the time evolution of a set of state variables; the rates of
change of different local atomic environments are calculated as functions of time. A useful aspect
of this approach is that the state variables of the kinetic theory can also be used to calculate the
free energy of the alloy. The rate equations also provide direct insights into how ordering is
affected by changes in chemical bond strengths or activation barrier heights. Analytical theories
such as Path Probability Method (PPM) [1-4] and Master Equation Method (MEM) [5-8} are
approximate methods, however. Analytical theories do not provide a good treatment of larger
heterogeneities such as antiphase domain boundaries, or local variations in short-range order. In
principle, a better treatment of heterogeneities is achieved as larger clusters are used for the state
variables, but a convergence of the kinetic behavior with larger cluster size has yet to be
demonstrated.

A Monte Carlo simulation is not a theoretical calculation based on mathematical equations,
but is a machine experiment. The term “Monte Carlo” refers to a class of computer algorithms
that are based on random sampling. There is no one Monte Carlo method; Monte Carlo methods
are applicable to a wide range of problems. They have been used, for example, by
mathematicians to solve definite integrals and by materials scientists to calculate electron
transmission through solids. Likewise, Monte Carlo methods can be used for a variety of
different topics relating to diffusion and ordering. Unlike analytical theories that predict average
values of the state variables, a Monte Carlo simulation of ordering provides an exact
implementation of activated state rate theory for a crystal of finite size. Monte Carlo simulations
include, for example, the random fluctuations and heterogeneities that are present in alloys.
Furthermore, as described recently [9,10] cluster statistics obtained from a Monte Carlo
simulation together with the cluster variation method can be used to obtain a free energy of an
alloy.

92




A BN T AR e e st T N TV R

The organization of this chapter is a follows. Previous work is reviewed in section II. In
section I we describe activated state rate theory. It provides the foundation for the analytic
methods such as the PPM and MEM, and our Monte Carlo simulations of kinetics. Section IV is
a discussion of Monte Carlo algorithms. The Metropolis algorithm (which is applicable for
equilibrium but not kinetic simulations) is presented first, followed by an exposition of the
kinetic algorithm which is based on activated state rate theory using a vacancy-atom exchange
mechanism. In section V we describe our current effort to build up a software environment for
simulations of material properties A new result which we have obtained recently is the inclusion
of vacancy-solute interactions, and this method is described in section VL. The results of the
modified Monte Carlo simulations for a ternary alloy are discussed in section VII.

I1. Review of Previous Work

Many Monte Carlo simulations of phase transformations have been performed (e.g., [11-
13]), but most of these simulations used a direct interchange of the constituent atoms [13].
Diffusion of a lattice gas has also been studied [14,15]. Relatively few simulations have used a
vacancy mechanism, although it was used in studies of steady-state diffusion kinetics in ordered
alloys {16-19). Flinn and McManus [20] performed the first computer simulations of the kinetics
of an ordering transformation with a vacancy mechanism. However, their method was
physically unrealistic since it assumed thermodynamic equilibrium for each exchange pair. This
approach ensured an equilibrium detailed balance between forward and reverse jumps, but
neglected the role of the vacancy-atom exchange activation barrier.

The Flinn-MacManus algorithm was used by Beeler and Delaney [21,22) in computer
simulations of ordering transformations in binary bee and fee alloys. In simulations of ordering
with a vacancy mechanism, Beeler found a “contraction” of the range of the vacancy random
walk. More recent studies [23-27) showed that during ordering the vacancy occasionally
becomes “trapped” in a local region of the crystal. As the vacancy moves, it encounters different
local environments. Some of these local environments will cause the vacancy to ge back and
forth between two sites. This pair trapping may continue for many vacancy jumps, thus
restricting the range of vacancy travel. After the early stages of short range ordering are complete
and ordered domains are present, antiphase domain boundaries (APDB's) may serve as potent
traps for vacancies. Vacancies spend a disproportionate amount of time traveling along antiphase
domain boundaries, and spend much less time inside the ordered domains. This vacancy
trapping behavior scales with the chemical strength, Vaa ~ Vg or Vg — Vag . whichever is
largest. (See section VI for the definitions of Va4 and V45.) The atomic diffusion coefficients
are suppressed strongly by this correlated motion of the vacancy, and unlike analytical
calculations in the pair approximation [28], the vacancy correlation becomes even stronger at
lower temperatures {25].

The probabilities and strengths of traps depend on the lattice coordination number, z, and
connectivity of the lattice. For a given set of chemical interaction: strengths, the traps increase in
strength linearly with lattice coordination number, 2, but decrease in density with 2. Because the
critical temperature for ordering corresponds to larger chemical interaction strengths for lattices
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with smaller z, with respect to the critical temperature vacancy trapping is most significant on a
lattice with small z [26]). Vacancy trapping at APDB's was shown to affect the quality of order
within a domain. When ordered microstructures formed with the atom interchange mechanism
were compared to microstructures formed with the vacancy mechanism, many more antisite
defects were found in the microstructure formed with the vacancy mechanism [24). This is a
consequence of the vacancy becoming trapped at APDB's, and being unable to spend enough
time inside the domains to eliminate antisite defects.

The microstructure of an alloy undergoing short-range ordering has been studied
microscopically and macroscopically by Monte Carlo simulations [29-31]. When several order
parameters are available to characterize the state of the alloy (such as Warren-Cowley short-range
order parameters for different nearest-neighbor shells), it is possible to ask if the alloy follows
different trajectories through the state-space spanned by these different order parameters. We
term these trajectories through state-space as “kinetic paths”. Monte Carlo simulations by Gahn
and Pitsch [29,30] showed that an alloy takes different kinetic paths when different mechanisms
of atom movements are used. The observed differences in kinetic paths were not large,
however, because their short-range order parameters were not fully independent variables. Gahn
and Pitsch also studied the heterogeneity of vacancy motion in an alloy [31].

Monte Carlo simulations were also used w0 study vacancy percolation in an alloy when there
were no chemical interactions between atoms, but when the two species of atoms had different
activation barrier energies for interchange with an adjacent vacancy [27). When one of the
species is given a very large activation barrier, it is immobilized, and the usual concentration
threshold for percolation in a bee lartice (24.3%) was found for the mobile species. When the
less mobile species has a finite activation barrier, however, there remains a distinct change in
vacancy diffusion near the percolation threshold. The change reflects the strong difference
between the activation barrier energies of the two atomic species. It seems that a good way to
identify a percolation threshold in a diffusion experiment is to measure the temperature
dependence of the diffusion coefficients above and below the percolation thresholds. The
activation energy below the percolation threshold should be dominated by the activation energy
of the less mobile species, but above the percolation threshold this will change abruptly to the
activation encrgy of the mobile species.

IIL. Activated State Rate Theory ! L

There are many physical phenomena involved in the kinetics of ordering, and to date only :
some of them have been included in analytical theories such as the path probability method [1-4), i
or master equation method [5-8]. A full reatment of ordering kinetics would follow the details
of atom movements during diffusion. This includes the vibrational dynamic movements of the
moving atom and its neighbors, and how the movements of these atoms are influenced by the h
interntomic potentials and the elastic distortions. For an approach more akin to thermodynamics,
however, we average over many such details. We seek the probability of occurrence of a
fluctuation in the alloy that permits an atom movement. There is a free energy cost for such a
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fluctuation. If we examine only those fluctuations that are attempts at an atom movement, it is
reasonable 10 separate the total free energy of the alloy into a local contribution from the region
around the candidate moving atom, and an uninteresting contribution from the rest of the alloy.
For the region including the moving atom, the difference between the free energy of the
fluctuation (superscript *) and the free energy of the initial state (subscript #), AF, is:

AF = (E*-E)-T(S*-S) ®
The probability of success for an attempt at an atom movement, P, will be:
Ej~- E* *_ S
P= l:exp( T )exp(s A ‘) 2
The entropy factor, which originates from changes in vibrational modes during atom movement,
is typically ignored or absorbed into the attempt frequency for an atom movement. The
movement occurs with frequency I':
E; - E* ‘
r=vexp(—tm——) ©)

Equation 3 is used by analytical theories of ordering such as the PPM and MEM, and is also
used as the basis for the Monte Carlo simulations described here. The implementation of Eqn. 3
requires & model for how the chemical environment around an atom sets E;. Different models for
atom movements have becn attempted. While it is often true that these different implementations
of activated state rate theory may Iead to the same state of thermodynamic equilibrium, these
different mechanisms do not predict the same kinetics.

IV. Monte Carlo Algorithms i

A Monte Carlo algorithm requires a method for calculating the probabilities of candidate
transitions, and a procedure for selecting one of them. We first review the popular “Metropolis
algorithm”, which provides the thermodynamic state of an alloy. A different approach is
required for following the kinetics of a phase transformation. An importance difference between
thermodynamic and kinetic simulations is that a thermodynamic calculation yields only the
equilibrium state whereas a kinetic simulation produces the path leading to equilibrium. This L
path is defined by the time evolution of the set of LRO and SRO parameters. Since these
variables may assume different combinations of values, many different kinetic paths are possible.
A thermodynamic calculation is not intended for predicting the kinetic path, but only the end state
of the path. After discussing the vacancy algorithm in this section, in sections VI and VII we
show how vacancy-solute interactions can modify the kinetic paths of ordering in ternary alloys.

A. Metropolis Algorithm

The venerable Metropolis algorithm works as follows [32). For each candidate kinetic event,
there is an energy difference, AF, between the final state and the initial state of an alloy:
95
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AE = E;- E; . @)

In the Metropolis algorithm, a transition from the initial to the final state occurs with one of the
two probabilities:

i) 1 ifAE<O (i.e., if the transition is energetically downhill)
ii) exp(-AE/kgT) ifAE>OQ (i.c., if the transition is encrgetically uphill)

These two transition probabilities, while asymmetric, are a good choice because they always
lead to thermodynamic equilibrium. Suppose, for example, that the final state is of lower energy
than the initial state. The transition rate from the initial to the final state, I7_, will be:

Figp e 1 . 5)

On the other hand, the reverse transition from the final state to the initial state, I7_,; , will be:
£

-AE f‘f‘ kgT )
T = °""(‘ ET) T E ' ©
)

To relate these transition probabilities to the state of thermodynamic equilibrium, we need
two facts about Markovian processes [33). First, it can be proved that the system will eventual-
ly reach a steady-state when the probability distribution of the states is static. It can also be
proved that after sufficient time, the probability, p, of finding a system in a particular state is
proportional to the lifetime of the state (i.¢., it is more likely to find the system in long-lived
states). For our two states, 7 and f, their relative lifetimes will be related inversely to the
transition rates:

pi = L , M
i

o~ —— . ®)
Pr r}'—»i

In steady state we therefore expect the probabilities of our initial and final states to be in the

ratio;
=o{izt)
pi B
L - ; 9
Pf exl{ﬁ)
The Metropolis algorithm leads to probabilities of microstates that are in the ratios of the
Boltzmann factors of the states. This is just what we expect for thermodynamic equilibrium of a

microcanonical ensemble. The transition probabilities of the Metropolis algorithm are not the
only ones for which the thermodynamic state is recovered, however.

9%
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To calculate thermodynamic averages with microcanonical ensembles, we need to know the
number of microstates with a specific energy. In Monte Carlo simulations of an alloy,
information on the distribution of microstates.is contained in the structure of the crystal, since the
computer keeps track of the positions of all atoms and their mutual arrangements. A concept
such as entropy is not needed, nor is it conveniently available.

So far we have said nothing about the choice of the initial and final states, or the allowed
transitions between them. Provided the mechanism of atom movement allows all states of atom
arrangements to be reached in an unbiased way, we could have moved atoms in groups or
individually, over short distances or long distances, and the arguments leading to Egn. 9 would
still hold true. A key assumption of statistical mechanics is that the details of mechanism do not
affect the equilibrium properties. Hence, for 2 equilibrium calculation one does not need to take
into account the mechanisms of the system motion. It is necessary, however, to assume that the
system is ergodic. The Metropolis algorithm satisfies this condition since candidate transitions
which enter into Eq. 4 are selected randomly.

B. Vacancy Algorithm

The fundamental difference between statistical mechanics and statistical kinetics is that a
kinetic theory must include the mechanisms for atom movements, and must do so correctly.
Kinetic theories based on different types of elementary kinetic events should all lead to the same
state of equilibrium, but their paths to equilibrium can be quite different. In particular, the
Metropolis algorithm is inappropriate for studies of the kinetics of phase transformations, except
perhaps magnetic ones. It provides a path to equilibrium, of course, but this path must be
considered a convergence path, and not a real kinetic path.

For most metallic alloys at low temperatures, atom movements occur when an atom
interchanges sites with a neighboring vacancy. Consider a vacancy that is surrounded by z
atoms, which are candidates for the next kinetic event. A realistic Monte Carlo simulation of
ordering kinetics must contain an algorithm to decide which one of these z atoms will interchange
sites with the vacancy, and how much time is required for this elementary kinetic event. After
the atom vacancy interchange has occurred, the algorithm is again applied to the new
environment of the vacancy.

Suppose the characteristic rate for an interchange of the vacancy and the jih atom is

proportional to ). The jih atom is competing with the other z~1 neighbors of the vacancy to
exchange sites with it, 5o the probability for the movement of the jib atom is:

pj..'f.’l... . 10)
z o
pard

Here p; is the probability that the & atom will jump into the vacancy. A random number between
0and 1, r, is then used to select one of these 2 candidate jumps:

”

e T e

v arme




g 5 e gl P e e A R T\

RGN i

ifr<py , jump of atom 1
else, if 7 <p; + p2 , jump of atom 2
else, if r <pj + p2 + p3 , jump of atom 3

else, jump of atom z

Using this algorithm a vacancy jump will occur for every Monte Carlo step. This is different
from the Metropolis algorithm where each candidate transition will either occur or not occur.
Hence, the kinetic algorithm is efficient in that every Monte Carlo step produces a vacancy jump.

To calculate the characteristic transition rates, { ay), we need to consider the physical process
of the atom-vacancy interchange. We use the same mechanism that has been used in analytical
studies with the PPM [1-4] and MEM [5-8). To interchange sites with a vacancy, the candidate
atom must surmount a barrier of height E*. The energy required to surmount this barrier is the
difference between E* and E;, the energy of the atom in its initial state. All chemistry in the
problem is contained in the {E;}. In the simplest approach, we determine E; with only the first
nearest neighbor (1nn) environment of the candidate atom. If the candidate atom is of type “A”,
for example:

Ej=NAAVAA +NABVAR an
leading to a characteristic jump frequency of:

o = onf- 5l @

Our candidate A-atom has Noas A-atoms in its 1nn shell, and Nop B-atom necighbors. The
difference in strength of these two types of bonds is VoA — VAR, If this difference in bond
energy is positive, Eqn. 3 shows that with more A-atom neighbors, the A-atom will be more
likely to jump. It should be noted that the energy for re-creating the the atom-atom bonds after
the jump does not enter into Eqn. 3 or 11.  is still possible to prove that this vacancy
mechanism will lead to a steady state that is a state of thermodynamic equilibrium. To do so, we
note that all initial states of the vacancy-atom interchange are in thermodynamic equilibrium with
the activated state for the interchange. I the initial states are in thermodynamic equilibrium with
the states at the activation barrier, the initial states must be in equilibrium with each other, and the
alloy will be in a state of thermodynamic equilibrium.

The average time required for the vacancy-atom interchange is controlled by the total
transition rate, i.c.:

1
At -_—-—-z (13)
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The time scale for the Monte Carlo simulation is provided by a running sum of the times for the
individual jumps, and the units of the time are the prefactor of the exponential jump probability of
Eqn. 3. The units could be in “attempts” at surmounting the barrier, for example [34).

V. Software Environment for Materials Simulations

The Monte Carlo methods described here require only modest computer resources. At
present we are using a DECstation 3100 enginecring workstation. A typical simulation involves
262,143 atoms and one vacancy, and the vacancy jump rate is approximately 6 kHz. In about
one day the alloy will typically evolve from an initially disordered state to a state close to

thermodynamic equilibrium.

A Monte Carlo calculation can be used as a module in a larger software environment. Given
the positions of all the atoms in the alloy, the results of other experiments, such as x-ray
diffractometry and Mtssbauer spectrometry, are simulated. This is an advantage over analytical
calculations because the experimental measurables may not depend in a simple way on the state
variables of analytical theory. At present we are trying to understand the kinetics of
disorder—sorder transformations in bee Fe alloys by using activated state rate theory of vacancy
motion. Given a set of interatomic interactions from either first principles calculations or from
ad-hoc assumptions, a disordered alloy is allowed to develop order with the Monte Carlo
algorithm described in section IILB. At various stages of ordering, the Monte Carlo simulation
is paused, and “simulated experimental measurements™ are performed on the Monte Carlo alloy.
The x-ray diffraction intensities are efficiently computed using a standard fast Fourier transform
(FFT) routine. Likewise, Missbauer spectra can be calculated nsing a magnetic response model
of the hyperfine magnetic fields in ferromagnetic bec iron alloys [35). This combination of
techniques is one way to obtain information on both the short- and long-range order of an alloy.
These results from simulations can then be compared to experiment to test the predictions of

It is difficult to know the relationship between the time scales of the simulations and the real
experiments, or even if it is & linear relationship. However, when more than one microstructural
variable is measured, there are often other interesting features which may be observed. A good
example of this is the “kinetic path” through the space spanned by the different state variables. A
kink in the kinetic path through short- and long-range ordering was found in the disorder—B2
order transformation in FeCo [36). This kink could be an example of a long-lived “pseudostable
state” that occurs at a saddle point of a free energy function [37,38]).

V1. Models for Vacancy-Solute Interactions

Vacancy-solute interactions have long been believed to influence the kinetics of diffusion
[39,40). Renewed interest in this problem has followed a set of measurements by Rockosch
f41]. These experiments showed a correlation between the strength of vacancy-solute
interactions and the dependence of the alloy lattice parameter on solute concentration. This
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suggests that much of the vacancy-solute interaction originates from a first-order elastic effect
[42,43), although electronic contributions may also be significant [44]. Yacancy-solute
interactions are strong. Energies of a few tenths of an electron volt arc associated with the
attraction or repulsion between vacancies and solute atoms. Such energies arc larger than typical
interatomic pair potentials involved in order-disorder transformations. Although vacancy
concentrations are too low to affect the thermodynamics of ordering, they may have condiserable
influence on the kinetics. To study how the kinetics or ordering are affected by vacancy-solute
interactions, we must modify the vacancy algorithm described in section ILB.

We see two ways to model vacancy-solute interactions in Monte Carlo simulations. In the
first, we could use the vacancy-solute interactions to shift the initial energy of the vacancy before
the jump. This is much like the chemical interactions described in section ILB. For example, if
there were a negative encrgy for a 1nn vacancy-solute bond, the vacancy-solute interaction would
tend to retard the separation of vacancy-solute pairs. The interaction would not, however,
provide a force to pull the vacancy towards the solute atom. This interaction takes effect only
when the vacancy and solute are already neighbors. There is no bias for the vacancies to move
near solutes, only & delay in having a vacancy move away. In Monte Carlo simulations we find
that the time scale for ordering can be changed significantly by vacancy-solute interactions of this
first kind, but there can be no change in the sequence of states followed by the alloy during
ordering®. This remains true when the vacancy-solute interactions are of greater range than first
nearest neighbors; vacancies are not pulled towards attractive solutes, but are delayed in leaving
their vicinity.

For vacancy-solute interactions to work as attractions and repulsions, we need the concept of
a force. Our second method for treating vacancy-solute interactions examines the change in the
vacancy-solute interaction potential over a short distance. Physically, this provides an effective
force which could arise from a short-ranged elastic strain ficld. The vacancy will be drawn to
sites with the lowest elastic energy. To have such a force for vacancy-atom interactions, both
the initial and final energies of the vacancy must influcnce the jump rate. To implement this idea,
in the present work we used the following formula to compute the atom-vacancy exchange rate:

o < oo el 557

The first factor in Eqn. 14 is the same as Eqn. 12. The second factor takes vacancy-solute
interactions into account. It is the Boltzmann factor for the difference in energy between the final
and initial state energies for the vacancy. As a first approximation, we assume that ¢¢ and ¢; can
be calculated with a short range vacancy-atom bond model. For example, restricting the
calculation to the first shell, for a binary alloy thesc energies are:

er-ei = (Nyfa—Nyla) Eva + (Nyh - Nyb) Eva (15)

* It is inseresting that the supesposition principle used in analytical thearics canses this first model of vacancy-
sofute intersctions 1o alser kinetic paths, however [45).
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where, for example, Ny is the number of V-A bonds in the final state (after the interchange,
and Ny is the number of V-A bonds in the initial state. The energy of each bond is Ev .
With Eqns. 14 and 18, the vacancy is pulled towards or pushed away from specific solute atoms.
This affects not only the time required for a vacancy-solute interchange, but also the types of
interchanges that occur. These vacancy-solute interactions will affect the kinetic path of the
alloy, as we show in the next section.

VII. Resuits of Simulations with Vacancy-Solute Interactions

Here we present results of Monte Carlo simulations that show how kinetic paths are
influenced by vacancy-solute interactions. The thermodynamics and kinetics of ordering are
influenced only be the ratio of the interatomic interaction energies and the temperature, so we set
the temperature equal to unity and vary the energy parameters®. The ternary alloy used in these
simulations had the composition 45% A, 50% B, 5% C, with one vacancy. The results of the
simulations are presented in Figures 1-3. These figures are “kinetic paths”, which are trajectories
of the alloy through short-range order parameters. The short range order parameters that we
choose are paa and pcc, which are the probabilities that a pair of atoms, separated by a first
nearest neighbor distance, are either both A-atoms or both C-atoms, respectively. In equilibrium
there is a fixed relationship between pa4 and pcc, which is located towards the lower left comer
of the three figures. The alloys began as disordered solid solutions, and this state is towards the
upper right comer. We found that many different kinetic paths can be produced by varying the
strengths of the vacancy-solute interactions (Eya, Evp, Evc), activation barrier heights (Ep, Ep,
EQ), and interatomic interaction potentials (Vaa, VBB, Vcc. VAB. VAC, VBC). Changes in

o.25 LS AL L A A e ' LAR AR A _' LA A B e ) l LEEARLAR ]
0.2}
0.15¢+ Figure 1. Kinetic paths of alloys
p A without (dashed line) and with
A (solid line) vacancy-solute inter-
0.1} actions. For the dashed curve, Eyc
=0.0. For the solid curve, Eyc =
0.05} 1.5. For both alioys:
* . .
Ep=Ep=EQ = 100, Vaa = Vpp
ol . i =Voc=Vac=10,Vagp=Vac =
Attt e S 0.0, Ey, = Eyg = 00. (Energy in
0 10 2x10 units of kT)

Pcc

* The interaction energies are therefore in units of kpT.
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itrength of the interatomic interactions can affect the end state of thermodynamic equilibrium,
towever, so the three cases presented here are comparisons of kinetic paths where the
nteratomic interactions are held constant, but the vacancy solute interactions or the activation
sarrier heights were varied.

Our first example (results presented in Figure 1) is an alloy where the A and C atoms are
chemically identical, with unfavorable bonds to either A or C atoms. The B-atoms had a similar
positive potential for having B-atom neighbors. Thermodynamically, the alloy is a simple
binary. The initial state of disorder (upper right) is consistent with values of the pair variables
paaand pec for a random alloy, i.e., paa =c3 = 0.452 = 0.2025, and pag =& = 0.05% =
0.0025. The state of thermodynamic equilibrium (lower left) is consistent with that of a binary
alloy in which the C-atoms and A-atoms are identical, i.c., the ratio of paa and pcc is: paa
fecec= ci/c% = 1/81. For a true binary alloy, the kinetic path in Figure 1 is & straight line
passing through the origin with a siope of 1/81. In the absence of vacancy-solute interactions,
therefore, the relationship between pa4 and pcc is linear (dashed line). This changes when
vacancy-solute interactions are active (solid line). When interactions between the vacancy and
the C-atoms are repulsive, the mobility of the C atoms decreases. This causes the initial part of
the kinetic path to move away from the straight dashed line in Figure 1. As the system
approaches equilibrium, however, the A-atoms are not so strongly driven to change their
positions. All state variables involving the A-atoms change more slowly, including pas. The
kinetic path therefore bends, and the final approach to equilibrium involves a more rapid relative
change of pcc .

0.25 —++rrrrrprrrrrree e Figure 2. Kinetic paths of alloys
with vacancy-solute interactions
(solid line, as in Figure 1) and with
vacancy-solute interactions plus a
compensating activation barrier
height difference.
For the solid curve, Eyc = 1.5 and
Eg = 100.
For the dashed curve, Eyc = 1.5
and E¢ = 4.0.
For both alloys, the other
parameters were the same as for
Figure 1: Ej = E} = 100, Vaa =
-3 —3 Ve =Vec=Vac =10,Vap =
0 1°p 2x10 VBe = 00, Eya = Eyp = 0.0.
CcC (Energy in units of KT)

0.2

L

0.15
Paa
0.1

0.05 |
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In our second example, we tried to counteract the effect of the vacancy-solute interaction by a
judicious choice of activation barrier height differences. In this example, the activation barrier
height for the C-atoms is lower than for the A and B-atoms. The lowering of the C-atom
activation basrier height makes the C atoms more mobile, thus increasing the rate of change of C-
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C pairs. On the other hand, the repulsive interaction between the C-atoms and the vacancies has
the opposite effect. This competition between kinetic effects is illustrated by the kinetic paths
presented in Figure 2. The solid curve in Figure 2 is the same curve as presented in Figure 1 for
the alloy with vacancy-solute interactions. The dashed curve was obtained for an alloy similar in
all parameters, except for a lower activation barrier height for the C atoms. Figure 2 shows that
the curvature of the kinetic path decreases, and the kinetic path moves towards the straight
(dashed) Line. The effect of the vacancy-solute interaction and the effect of the activation barrier
height difference nearly compensate each other.

Figure 3. Kinetic paths for alloys
0.25 rr—rrrrreerrerrrerrrrrTY with atoms having asymmetrical
interatomic interactions, and C-
atoms with different activation

0.2 | vamier heights and vacancy-C-atom
interactions.
0.15} - For all alloys, 5 = E} = 10.0,
Vaa =08, Vag =12, Voo =-
pAA 1.0, Vac = 1.0, Vap = Vg = 0.0,
0.1} 1 Eyp=Eyp=00.
For the dashed curve and circles,
0.05 - [ 4 Eyc=0and ¢ = 10.0.

For the solid curve and squares,
Eyc=0and E¢ = 6.0.
~3 —3 For the solid curve and crosses,

Pcc (Energy in units of KT)

0IllJllljllllAn;Jlll'llll

In our third example we show the complexity that comes with asymmetries in the interatomic
potentials. In this example Voe is attractive, not repulsive. In the simplest alloy (dashed curve)
we sct the activation barrier height to be the same for all the atoms, and there are no vacancy-
solute interactions. In the kinetic path of the alloy, poc initially increases, and then decreases.
This sign reversal of d(pcc)/dt occurs because the C-C interactions are attractive, but the A-C
interactions are repulsive. In the early stages, before long-range order is strong, the number of
C-C pairs can grow indépendently of the A-C pairs. As the system orders further and there is a
distinct formation of domains, however, the more numerous, but unfavorable A-C pairs cause
the C-atoms to take more B-atom neighbors, and pcc  decreases. Similar overshooting
phenomena have been reported previously in ternary alloys studied with analytical theories
[5,31]. When the activation barrier height for the C atoms is lowered (solid cusve with squares),
Figure 3 shows that the kinetic path is shifted to the right. This occurs because the C atoms are
more mobile. However, this effect can be compensated by a repulsive vacancy-solute interaction
involving the C-atoms. The repulsive vacancy-C-atom interaction slows the rate of change of C-
C pairs, thus shifting the kinetic path the left. We note that this kinetic path (solid curve with
crosses) is similar to the kinetic path (dashed curve) for an alloy without either vacancy-solute
interactions or differences in activation barrier heights.

103




e oo

2

r—

TR ARSI IER IOWD. QR RO GPETIR —1 WrA A A < I - 2l

W B TS kA - e

In our model of ordering, the kinetic paths depend on three types of interactions: 1) atom-
atom interatomic potentials { Vxy), 2) activation barrier height variations (Ex ), and 3) vacancy-
solute interactions {Evx}. To some exteat, the effects from these three types of interactions can
be arranged to augment or cancel cach other. This is especially true for the activation barrier
heights and the vacancy-solute interactions because they do not depend strongly on the state of
order in the alloy. The state variables involving vacancies relax quickly from their initially
random distribution to values appropriate for the vacancy-solute interaction strengths. As order
evolves in the alloy, we might expect that the numbers of different vacancy-atom pairs would
change. In all cases we have examined to date, however, the changes in the numbers of the
different vacancy-atom pairs are not large. The distribution of vacancy-atom pairs remains more-
or-less constant as order evolves in the alloy. The activation barrier heights arc modeled as being
independent of the state of order in the alloy. It is therefore possible for the effects of activation
barrier heights on the kinetics to accurately compensate for the effects of the vacancy-solute
interactions. This compensation is not possible for the interatomic interaction strengths,
however. The kinetic effects of the interatomic interactions depend strongly on the state of order
in the alloy. As shown previously [°), it is not possible for the interatomic interaction strengths
to compensate accurately for the etfects of differences in activation barrier heights, at least not
over the full length of the kinetic path, Likewise it will not be possible for the interatomnic
interaction strengths to compensate accurately for the effects of vacancy-solute interactions.

We close as we began, by emphasizing that the kinetics of ordering is a larger problem than
the thermodynamics of ordering. The state of thermodynamic order in the alloy is determined
solely by the interatomic interactions. Atom-vacancy interactions and activation barrier heights
will effect kinetics, but not thermodynamics. Atom-vacancy interactions and activation barrier
heights affect both the rate of ordering and the kinetic path, but they do so differentdy for
different mechanisms of atom movements. The connections between the microstates of an alloy
are important in problems in kinetics, even for predictions of macroscopic behavior.
Calculations of kinetic behavior therefore require physically reasonable mechanisms for atom
movements. It is important that thermodynamic thinking not be transferred too directly to
problems of kinetics.

VIII. Conclusions

In this chapter we show how Monte Carlo simulations can be used to study the kinetics of
ordering. The vacancy-atom interchange is the elementary kinetic event in the simulations, and
the rates of these interchanges are calculated with activated state rate theory. We include in the
problem the interatomic chemical interactions, differences in activation barrier heights. By
including a short-range force, we can also study the effects of vacancy-solute interactions. Only
the interatomic interactions affect the thermodynamic state of order in the alloy, but the kinetics is
affected by the interatomic interactions, activation barrier heights, and vacancy-solute
interactions.
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We found the activation barrier heights and vacancy-solute interactions had significant effects
on the kinetic paths of a temary alloy. We found that the activation barrier heights can be used to
compensate for the kinetic effects of vacancy-solute interactions, and the observed kinetic paths
depends on the relative signs and strengths of the bamier heights and vacancy-solute interactions.
Changes in the interatomic interactions also affect the kinetic paths, but they cannot compensate
precisely for the effects of the other interactions because the kinetic effects of the interatomic
interactions depend on the state of order in the alloy.
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A method for estimating the configurational entropy and free energy in Monte Carlo simulations
is proposed and implemented. This method is inspired by the cluster variation method. By
choosing an appropriate set of base clusters of increasing size, a sequence of increasingly
accurate estimates of the configuration entropy can be obtained. We demonstrate the method by
calculating the time evolution of the free energy during the formation of chemical order on bee
lattices. Particular emphasis is placed on the time-dependence of the free energy during the
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1 Introduction

An carlier chapter of these proceedings [1] reviewed Monte Carlo studies of order-disorder
transformations in alloys. In this chapter, we present a novel technique for calculating free
energies of alloys during Monte Carlo simulations. In particular, we are interested in the changes
of the free energy during the evolution of chemical order. It has always been possible to keep
track of the free energy in kinetic studics using the path probability method (PPM) [2,3}—the
present method confers a similar capability upon kinetic Monte Carlo simulations.

To calculate the free energy during a Monte Carlo simulation, we borrow ideas from the
cluster variation method (CVM) {4,5). In practice, the Monte Carlo simulations are carried out in
the usual manner. In addition, however, the simulated crystal lattice is periodically sampled for
the probabilities of various cluster types. These cluster probabilities are used directly in the CVM
formulae for the configurational entropy and free energy. This simple but powerful idea
combines the best of both worlds—the relationship between free energy and kinetics (such as
provided by PPM) and the accuracy of Monte Carlo simuiations.

After this idea of using CVM entropy and free energy expressions in Monte Carlo
simulations was developed and implemented, we were made aware of similar exploratory work
by Schlijper [6,7] and others [8]. Schlijper et al. {6,7] demonstrated a CVM-Monte Carlo
method for the estimation of free energies in the two- and three-dimeasional Ising models and the
three-dimensional three-state Potts model. In addition to the CVM entropy expressions, their
method used an alternative Markovian estimate for the entropy. In this way, they were able to
obtain upper and lower bounds on their entropy estimates. Bichara et al. [8] then applied the
CVM-Monte Carlo portion of Schlijper’s technique to the study of Fe—Al alloys in the
tetrahedron approximation. However, thesc efforts were directed at equilibrium systems. To the
best of our knowledge, the present work is the first application of such hybrid CYM-Monte
Carlo techniques to the study of non-equilibrium systems.

II. Cluster Variation Method

The statistical mechanical basis of the CVM has been treated at great length in the many
papers by Kikuchi and his coworkers {4,5]. Many workers have also attempted to clarify or
reformulate its mathematical machinery [9-13]). The reader is referred to these papers for details,
Suffice it to say that given a specification of base (or maximal) cluster(s) of the parent crystal
lattice, the CVM formalism provides an explicit albeit approximate expression for the
configurational entropy and free energy of the system in terms of cluster probabilities of the base
cluster(s) and its subclusters. In general, the equilibrium free energy is obtained by minimizing
the free energy expression with respect to these cluster probabilities subject to one or more
constraints, such as compogsition, long-range order (LRO), short-range order (SRO), etc.

Although the CVM was originally developed to deal with equilibrium structures, the CVM
free energy expression remains a useful quantity in the consideration of non-equilibrium systems
as well. In fact, in the PPM (the extension of the CVM to time-dependent processes), the (non-
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equilibrium) free energy is obtained as a by-product of maximizing the path probability. Some
may question the applicability of the free energy concept to non-equilibrium systems in general
and kinetic Monte Carlo simulations in particular. Consider the familiar expression for the
Helmholtz free energy [14],

F = E - TSconfig ®

as it applies to Monte Carlo kinetics. In the canonical Monte Carlo simulations employed hese,
the temperature, 7, is always a well-defined quantity. In a pair interaction model, the internal
energy, E, can, at any time, be obtained by simply examining all the atom pairs in the Monte
Carlo crystal and summing their interaction energics. Whereas the configurational entropy,
Sconfig, is proportional to the logarithm of, in principle, at least, a purely combinatorial term—
one that is divorced from considerations of whether the system is in equilibriom. So we can
conclude that both Sconfig and F are weli-defined quantities in our Monte Carlo simulations. It
remains, however, to demonstrate that they are useful for understanding the kinetic evolution of
an alloy.

It should be pointed out that the CVM formalism does not prescribe the choice of base
cluster(s) to be used. Traditionally, the critical temperature, T, predicted by a particular choice
of base cluster(s) has been used as one of the measures of that method’s accuracy. By this
yardstick, it has been found that employing larger base clusters generally gives betier
approximations [11,15-17). Exceptions abound however—for instance, it is well known that in
foc systems that the double-tetrahedron approximation gives a less accurate value for T, than the
(single) tetrahedron approximation in spite of the larger base cluster of the former [11). For the
purpose of the present work, we employed the entropy and free energy expressions
corresponding to a variety of base cluster sets on the bee lattice. In order of increasing accuracy,
these are the: a) point, b) pair, c) tetrahedron, d) octahedron, and ¢) octahedron—cube
approximations (see Fig. 1).

Figure 1: A portion of the bec lattice showing (from left to right) the a) point @ . b) pair @),
) tetrahedron €, d) octahedron @), and ¢) cube @) clusters.

M. Monte Carlo Simulations

The algorithm for our Monte Carlo simulations has been described in detail elsewhere (see
Ref. [1] and the references therein). For the present work we used a bec lattice of 64 % 64 x 64
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x 2 = 524 288 atoms, unless stated otherwise. The crystal lattice was initislly randomly seeded
with A and B atoms in a 1:1 ratio (AB stoichiometry) with one of the sites left vacant. This latter
vacancy served as the agent of the mechanism of ordering. In our vacancy mechanism of
ordering, the cight first-nearest neighbors of the vacancy had Boltzmann probabilities for
exchanging sites with the vacancy. A pair interaction model using first- (1nn) and second-
nearest-neighbor (2nn) pair interactions was used for obtaining the Boltzmann factors, which
were used as weights in the random selection of an atom-vacancy interchange. B2 and/or B32
order was allowed to develop in the initially disordered crystal lattice by annealing at a fixed finite
temperature below the critical temperature for ordering. During the Monte Carlo simulations, we
kept track of the SRO and LRO parameters. The Warren-Cowley SRO parameters were obtained
by counting the A-A, B-B, and A-B pairs for each near-neighbor shell and applying the usual
formulae. The LRO parameters were obtained from the diffraction pattern of the crystal lattice,
calcuiated by obtaining the three-dimensional Fourier transform of our alloy. The intensities of
the (1)) and (100) superlattice diffraction peaks were normalized by that of the (110)
fundamental peak and used as measures of the B32 and B2 LRO parameters, respectively.

In addition, we periodically computed the configurational entropy and free energy of the
crystal. This was done by counting the frequencies of the various cluster types that enter into the
well-known CVM formulae [11] for the entropy. Knowing the value of § in the various cluster
approximations, we computed E by summing the energies of the various 1nn and 2nn pairs, and
then used Eq. 1 to obtain the corresponding approximations for F. In principle, the statistical
accuracy of F is limited by the size of the Monte Carlo crystal being studied. In the present
study, we chose to maximize the accuracy by counting all the clusters of a given cluster type in
the crystal lattice. This was possible as there were only about half a million atoms in the Monte
Carlo crysial. (The number of clusters of any given cluster type is equal to a small integral
multiple of the number of atoms.) We had no problems with statistical accuracy or
reproducibility, but problems could arise with larger base clusters. The larger the cluster type,
the smaller (on average) the individual cluster probabilities for that cluster type, and the more
susceptible these are to statistical fluctuations. It could therefore become necessary to use as
large a crystal lattice as possible, or to perform ensemble averaging in order to maximize the
precision of the estimated S and F.

IV. Results and Discussion

Using this new computational tool to monitor the free energy in our Monte Carlo simulations,
we followed the change in the free energy density as an initially disordered alloy developed
order. Figure 2 shows the change in the (100) superiattice intensity as a function of Monte Carlo
step for an equiatomic binary alloy with VAa! = Vpg! = 1.00. The interatomic intcraction
potentials are in units of &7, and this particular choice corresponds to a temperature of 0.315 T
The (100) superlattice intensity increases monotonically until it reaches an approximate plateau at
about 250 Monte Carlo steps. This increase of the (100) intensity reflects the growth of B2
order, which is the equilibrium phase for this particular choice of pair interactions, At this point
(at ~250 Monte Carlo steps) the alloy has reached equilibrium and consists of a single well-
ordered B2 domain. (The additional very slight increase in the (100) intensity after 250 Monte
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Carlo steps is due to the “annealing out” of some of the single-site defects in the alloy [18].)
Also shown in Fig. 2 are the point (solid line), tetrahedron (dotted line), octahedron (dashed
line), and octahedron—cube (dotted dashed line) approximations to the free energy density (in
units of AT). These exhibit the same general trend of a monotonic decrease in F until about 250
Monte Carlo steps, from which point on there is only a barely perceptible additional decrease and
the alloy is essentially at equilibrium.

1.0 Figure 2: Graph showing the

. growth of the (100) supexiattice
diffraction intensity (¢)as a
function of Monte Carlo step for
an initially disordered equiatomic
binary alloy with Vaal = Vgg!
= 1.00 (in units of k7). Also
shown, on the same horizontal
axis, are the point (solid line),
tetrahedron (dotted line), octa-
hedron (dashed line), and
octahedron—cube (dotted dashed
0.0 line) approximations to the free

encrgy density (in units of kT).

0.8
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0.4

Free Energy

0.2
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1 10 100 1000
Monte Carlo step

Tt is interesting to compare the resuits for the different approximations of F (Fig. 2). Initially
(at 0 Monte Carlo steps), the configurational entropy density is In 2 for all levels of
approximation. This is because the initial random configuration corresponds to T = oo; and all
CVM configurational entropy and free energy expressions are exact in the high-temperature limit
[11). As order evolves in the alloy, however, the free energy curves from the various
approximations begin to deviate from each other, althongh all four curves show the same
qualitative trends. In the point-approximation, the free energy density is just the internal energy
density offset by In 2. The free energy densities from the tetrahedron, octahedron, and
octahedron—cube approximations are similar to each other, suggesting that they arc probably
close to the exact value. The deviation among these three curves gives a rough estimate of the
error resulting from truncating the approximation at the octahedron—cube level. Another estimate
can be obtained from the absolute value of F at equilibrium-—for the exact case corresponding to
Fig. 2, we must have F = 0 for nearly perfect B2 order because E = 0 (very few 1nn A-A and
B-B bonds) and § = 0 (nearly perfect order).

The sbove approximations for F obtained using our hybrid CYM-Monte Carlo technique are
in principle quite different from the corresponding approximations obtained using conventional
CVM and PPM. This is because while both approaches employ the same level of approximation
in obtaining the configurational entropy S, the same is not true of the internal energy E. The
internal energy in the hybrid CVM-Monte Carlo method is essentially exact for the large crystal
lattices used here, irrespective of the level of cluster approximation used to calcuiate the
configurational entropy. In contrast, the internal energy in conventional CVM and PPM is
limited by the same level of approximation as used in calculating the configurational entropy.
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Figure 3 shows the variation of the (}}) and (100) superlattice diffraction intensities as
functions of Monte Carlo step for an equiatomic binary alloy with Vaa! = Vpg! = 1.00; Va2 =
Vpg2 = 0.70 (in units of kT). For this particular choice of pair interaction the equilibrium state is
one of B32 order. The (}}) superlattice intensity, which represents B32 order, increases
monotonically until it reaches its equilibrium plateau after about 1500 Monte Carlo steps. (The
sharp increase in the ¢}3) superlattice intensity at about 1000 Monte Carlo steps, just before
equilibrium is reached, is due to the annihilation of antiphase domain boundaries.) Meanwhile,
the (100) superlattice intensity, which represents B2 order, increases initially until it reaches its
maximum value at about 10 Monte Carlo steps. After that, it begins to decrease monotonically
until it has practically vanished by the time equilibrium is reached. Also shown in Fig. 3, on the
same horizontal axis, is the octahedron—cube (dotted dashed line) approximation o the free
energy density, which decreases monotonically until it reaches its equilibrium value of
approximately 1.97 (in units of kT) after about 1000 Monte Carlo steps. For the exact case
corresponding to Fig. 3, we would have F = 2.0 for nearly perfect B32 order because E = 2.0
(approximately one Inn A~A bond and one 1nn B-B bond per atom) and S = O (nearly perfect
order).

05 Figure 3: Graph showing the
variation of the (}})) (®) and
(100) () superiattice diffraction
intensities as a function of Monte
Carlo step for an initially
disordered equiatomic binary
alloy with V4! = Vpg! = 1.00;
Vaal = Vpg2 =0.70 (in units of
kT). Also shown, on the same
horizontal axis, is the
octahedron-cube (dotred dashed
line) approximation to the free
0.0 energy density (in units of kT).
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The transient appearance of B2 order in this simulation has analogs in similar studies of
disorder-sorder transformations carried out using analytical techniques such as the master
cquation method and PPM [19-22]. Such transient states have been termed “pseudostable™
clsewhere in the literature {20,21}. In the carlier analytical work, such transient or pseudostable
states have been shown to be associated with a stationary point or saddle point in the free energy
surface [21]. Based on the approximation to the free energy shown in Fig. 3, a similar
association appears to exist here. As expected, the free energy density decreases monotonically
with Monte Carlo step. However, there appears to be an approximate plateau in F where the
(100) superiattice intensity reaches its maximum. This is not unlike the behavior of the free
energy density reported in Ref. [20]. The often long-lived nature of those transient siates was
attributed to the vanishing of the free energy gradient, and hence the thermodynamic driving
force, in the vicinity of the stationary point in the free energy surface [20,21).
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The above results can also be explained heuristically as follows. The phase boundary
between B2 and B32 in the ground state (T = 0) occurs at V2/V) =§ [23]. This is close to the
value of V2/Vj used in the simulation of Fig. 3. We therefore expect the thermodynamic driving
forces for the formation of the two types of order, B2 and B32, to be very similar for the
conditions of this simulation. The alloy in its initial random configuration is in a highly non-
equilibrium state. Its free encrgy is very much higher than what it would eventually be in the
equilibrium B32-ordered state. It can begin to dispose of this excess free energy by forming
domains of not only B32 order but B2 order as well. Some local regions in a random alloy are
B2-like, and can form B2-type order more expediently than B32. (Although the B2 domains in
this simulation may have a higher free energy density than the B32 domains, it is still much less
than that of the initial disordered state.) This accounts for the large drop in F in the early stages
of the simulation (from 1 to about 10 Monte Carlo steps). In fact, examination of the simulated
microstructure of the transient state (at ~10 Monte Carlo steps) showed it to consist of small
domains of B2 and B32 order of a few lattice constants in diameter. However, once the initial
disordered state has been replaced by these microdomains of B2 and B32 order, any further
decrease in the free energy can only be achieved by the growth of the B32 domains at the
expense of the B2 domains. This is indeed what occurs in the next stage of the simulation (from
~10 Monte Carlo steps onwards). As expected, the resulting additional drop in F is much less
than that in the first stage because of the presumably much smaller free energy difference
between B2 and B32 order.

We repeated the simulation of Fig. 3 using a crystal lattice | the previous size but performed 8
times with 8 different random number seeds. The resulting aggregate superlattice diffraction
intensities and free energy densities thus obtained were essentially identical to those obtained
previously. This suggests the feasibility of using ensemble averaging in concert with the
methods described above to increase the precision of our free energy estimates. This should be a
particularly useful capability when extending our scheme to larger base clusters.

V. Conclusions

We have developed and implemented a technique for extracting configurational entropies and
free energies from kinetic Monte Carlo simulations. We were able to obtain a range of
approximations to the free energy depending on the choice of base clusters used. Using the best
of these (the octahedron-cube approximation), we were able to verify that the free energy density
decreased monotonically with time as order evolved in an initially disordered alloy. We were
also able to show that the free energy versus time curve approximated a plateau in the
neighborhood of certain transient or pseudostable states.
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Order-Disorder Transitions in Driven Compounds

P. Bellon, F. Soisson, and G. Martin

CEREM / SRMP, CE Saclay
F91191 Gif-sur-Yvette, France

Abstract

We consider the case of a driven alloy where atomic diffusion takes place by two mechanisms
acting in parallel (as it is the case for an alloy under irradiaiion) : thermally activated jumps and
forced jumps. (e.g. due to nuclear collisions). Order-disorder reactions are followed in a binary
AcB1.¢ alloy on a body centred cubic lattice. Possible steady-state for such an open system are
identified by a deterministic treatment of the above kinetic model under mean-ficld
approximation. On increasing the external forcing intensity (the irradiation flux), the nature of the
A2-B2 transition is shifted from 15 to 2% kind, beyond a tricritical line. Stochastic descriptions,
which incorporate fluctuations, are required to study the relative stability of these steady-states.
Furthermore, time- and space-correlations of forced jumps (cascade cffects) can then be
considered : they are shown to modify significandy the stability of the system.

Diffusion in Ordered Al i
Edited by 8. Fulz, R.W. Cahn, and D. Gupia
T . Metel & Materials Society, 1993
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Introduction

In previous works, we addressed the question of phase stability under irradiation from the
point of view of dynamical systems {1-6]. Indeed in simple cases, an alloy under irradiation can
be seen as a system where two dynamics are acting in parallel : the thermally activated jumps and
the ballistic jumps, due to nuclear collisions. Kinetics and steady-state properties of such a
dissipative system cannot be obtained from standard equilibrium thermodynamics. However,
starting from a mesoscopic kinetic description, using the formalism introduced by Kubo et
al (7], in some specific cases stochastic potentials governing the probability distribution of states
can be built analytically. From these potentials, dynamical equilibrium phase diagrams are
obtained, providing a map of the most stable steady-state for any given set of irradiation
conditions. By the use of deterministic numerical simulations, more complex cases, e.g.
heterogeneous systems, can be studied [6] : ordered precipitates can become unstable after the
introduction of an anti-phase boundary. Because of the lack of fluctuations in the above
simulations, information on the relative stability of competing steady-states cannot be obtained,
and bursts of ballistic jumps in displacement cascades during heavy-ion or neutron irradiation
: cannot be taken into account.
| After recalling in the first section the diffusion model, we introduce a deterministic kinetic
model in the second section. In the third section, stochastic treatments are presented and solved
by the use of numerical simulations, emphasizing cascade effect on phase stability.

I. Diffusion model

As an example, we consider a binary A¢B1.c alloy on 2 B.C.C. lattice and focus on the B2-
A2 order-disorder transition. We model atomic diffusion by permuting two nearest-neighbour
atoms, belonging thus to distinct sublattices, according to two mechanisms operating in paraliel :

- forced (ballistic) jumps induced by the external forcing at a frequency I'y which is
independent of the state of order of the system and of its temperature.;

- thermally activated jumps. According to rate theory the activation energy E3f* (respectively
E?,,,“ ) is the energy necessary to extract an AgBp pair (respectively AgBg) from its environment,
where its energy is E,g (respectively Eg,) and to bring it into a saddle point position where its
energy is Ey. For simplicity, the extraction energy is computed in the broken bound miodel and
E; is assumed to be independent on the surrounding of the AB pair.

The exchange of an A atom on a site i of sublattice & with a B atom on a site j of sublattice B

occurs at the frequency :
i
i I‘hij+l‘b—vex ——Eap
up’ op = p(‘n)"'rb (¢}

It is easy to show that the first dynamics entering in equation (1) (the thermally activated one)
fulfils the detailed balance condition. Notice that for this dynamics, the system knows which stase
it is leaving but ignores the state it is moving to, beyond the saddle point (the same dynamics was
already proposed by Fultz [8] ). It is sometimes assumed that the activation energy is a half of
the energy difference between final and initial states : this would only affect the kinetics of a
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thermal system (I'y=0), but would modify the steady-states of a driven one (I'y»0). Our choice is
more appropriate to far from equilibrium systems.

In the following, we will consider a Bragg-Williams mean-field approximation (BW), which
is appropriate for B2 ordering. Decomposing the B.C.C. lattice into two sublattices, the state of
order, in 8 homogencous model, is described by the A atomic concentrations G and G, on both
sublattices, or by the concentration C and the degree of order S=C -C,. We restrict to nearest
neighbour interactions : with Vjj the energy of a pair of i-j atoms, we define V=(Vga+Vpbb-
2Vap V2 (where V>0 for ordering systems). For the sake of simplicity, we choose Vgg=Vph. We
will also consider one- and two-dimensional heterogencous models : a local concentration on the
ith site of the sublattice a is defined by Cj, this concentration corresponding to averaging
performed over atomic planes or rows, respectively. Under this approximation, the activation
energy for thermally activated jumps writes :

1
E§£=B.-§{c;vn+(l<3>vab} -ﬁ{qvaww‘})vbb} @
P q
where the summations in equation (2) are restricted to nearest-neighbour of sites i and j (nn(i) and
nn(j) respectively).

IL. Deterministic treatment

Applying the above diffusion model to the case of a heterogeneous system in the BW
approximation, the rate of change of concentration at site i on sublattice 1 is given by :

dc} , o , C
&= 2 -timicia-d) + mfsracia-cp) @)
i

A similar expression for dCizldt is obtained by interchanging subscripts 1 and 2 in
equation (3). For thermal systems (I'y,=0), the above kinetic equation drives the system to an
equilibrium state which is precisely the one obtained by minimizing the mean-field free energy,
computed in the same Bragg-Williams approximation [2,3,6).

As can be seen from eq.(1-2), the control parameters are: the reduced temperature T/T¢
(Te= zV/2ky), the average composition C and the reduced forced frequency :

w=Tp/vxem { E£52) @
where K = (Vaa+Vpb+2V3ah)/2. The deterministic evolution of the system as well as its steady-
states are obtained by numerical integration of eq.(3), using periodic boundary conditions, for
different sets of initial conditions {C'l(t=0),Q(t=0)) with a fourth-order Runge-Kutta method
with an adaptive step-size [6]. The relative error on the concentration is kept less than 10-6

' during each integration step, and steady-state is assumed to be reached when all derivatives have
absolute values smaller than 103,

In previous work [2,5,6), we have shown that beyond a threshold value in the forcing
intensity, T, the A2-B2 order-disorder transition which is of second kind at equilibrium may
become first kind. As a result, stcady-state two-phasec systems are expected for non-
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stoechiometric composition. This was indeed observed [6] : from such steady-state profiles, the
dynamical equilibrium phase diagram of figure 1 can be built. In most of the two-phase ficld, the
system can be in three locally stable states : homogencously ordered, homogencously
disordered, and two-phased. Since fluctuations are absent from the above description, the relative
stability of these metastable states cannot be studied. Let us mention that in the case of a kinetic
Ising model with two dynamics in parallel (a metropolis one and an infinite temperature dynamics
one), Gonzales-Miranda et al [9] also observed a shift from 15t to 21 kind of the nature of the

0.3 T T T T
e Figure 1 : Dynamical equilibrium
phase diagram at fixed forcing
intensity ' = 4.55, obtained from
° 02 ] steady-state  solutions of
o A2 7~ e - deterministic equations (3). The two-
; Ay phase field is delimited by the solid
0.1 | - lines ; the dotted (dashed) line is the
line above (below) which any
7 B2 ordered (disordered) phase is

0 . ) L . unstable.

0 0.1 0.2 0.3 0.4 0.5
Composition

II1. Stochastic treatments

Fluctuations are recovered in the above description if discrete variables are considered instead
of the continuous C, [10,11]. Let Q be the number of lattice sites per plane : we will now
describe the system by variables such as Nl, the number of A atoms on sublattice 1 in planci.
Note that in the limit Q — oo, N,/Q ~ C,. We will now consider different cases, depending
on the correlations of the forced jumps.

Uncorrelase ballistic i

Let us assume in this paragraph that ballistic jumps concern only one atomic pair at once :
with the same diffusion model as above, the transition rates for the exchange of any given A-B
pair of nwrst—nelxhbom are glven by :

N‘ Q-N2 N1 !'l-N2
Wi =0 [r T+ 7 bl ®

where I‘{’z is function of N"mln instead of (:I (k=i,j ; m=1,2). Transition probabilities are given
by :
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The system is now characterized by the probability P(s,t) to find it in a state s at the time t,

the state s being the list of the A atom numbers on all lattice sites. The time evolution of such a
probability distribution follows a Master Equation :

PE /N =T - Wsg P(s,1) + Wyoq P(s',1) M
"

Contrary to the case of homogeneous models [1-3,5,7], no analytical solution is known for
equation (7)in the case of a heterogeneous system, even under steady-state conditions.

However, it is possible to perform a numerical integration of this ME, by sampling a
trajectory of the system which is consistent with the transition rates defined by equation (6). We
present now the algorithm for a one-dimensional system, but it is easily generalized to two
dimensions.

Let us define the sum of these transition probabilities over all possible exchanges in the
system :

o= Y, ®

all possible exchanges

A trajectory is numerically built from the above stochastic description as follows [10,11].
Starting from an initial configuration for the xN atoms, the next exchange to occur is obtained
by sampling one event among all possible pair exchanges which would modify the current
configuration. This sampling is performed by adding all the transition probabilities, thus building
a segment of length 6, and by pulling at random a first number on this segment . The location of
the random number in the segment determines the exchange which has occurred. The probability
distribution for the residence time of the system in its current state decays exponentially with
time, the time constant being o-1. By pulling a second random number, the time spent by the
system in the configuration before the realization of the jump is obtained from this exponential
decay. Physical time can therefore be measured in such simulations, and time-average quantitics
can be computed. This algorithm is similar to the Monte Carlo one proposed by Bortz et al [12]
for atomistic simulations.

In a practical way, Q = 100 was large enough 0 as to reproduce with a very good accuracy
the composition limits of the two phase ficld in figure 1. Compositions are obtained by time-
averaging the compositions of the ordered and disoniered phases, once a two-phase state is
reached. We chose the normal to atomic planes to be [100] : in this simple case, all the sites in
any atomic plane belong to the same sublattice and one variable per plane is thus sufficient for the
description.

The relative stability of the three locally stable states is obtained by measuring the mean first
passage times from one metastable state to another : we only observed transitions from
homogeneous states (cither ordered or disordered) toward the two-phase state, and this for all the
runs performed, cven for very long time. Figure 2 displays such a transition from a
homogeneously ordered state to the two-phase state. The local composition X; and the local
degree of order S; are plotted as function of the plane index i. They are given by :
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X, = 2Ni+r:6,,+Ni_l and Si-| 2Ni'1:idl'Ni~ll D
The system remains in its initial state for some time (figure 2a), but then a fluctuation starts to
build-up (figure 2b) ; this fluctuation consists in a small disordered region but without any
modification of the local atomic composition ; then composition decreases in this disordered
region (figure 2c), and finally the two-phase state is obtained after the growth of the disordered
region (figure 2d) It is thus concluded that the two-phase state is indeed the most stable state of
the system, in agreement with results obtained from analytic stochastic description [5].
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Figure 2 : Transition from an homogeneous ordered state toward a two-phase state at
T/T¢ =0.25, 1, =4.55, at an average composition of 0.41, and for isolated
ballistic jumps (b= 1). (a), (b), (c) and (d) are instantancous configurations
obtained after 4.6x106, 4.9x106, 5.5x106, and 7x106 pair exchanges respectively
(the system contains 160%100 atoms).

Ti I tated ballistic i

Up to now we have considered that ballistic jumps were uncorrelated. However, in a
displacement cascade, ballistic jumps are strongly correlated both in time and space. These
correlations are expected to alter the phase diagram built in figure 1 {2]. Although we start from
a Bragg-Williams approximation, time and space correlations are present in the heterogeneous
description. The correlations in the ballistic jumps can be implemented in the above scheme as
follows. We assume the number of atom pairs undergoing forced exchanges by one collision is
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Figure 3 : Influence of the cascade density on the limit of the two-phase field : for the same
geometry of the cascade, the number of ballistic jumps is increased from 20 (top) to
60 (bottom). The configurations are obtained by numerical integration of ME for
40x40 BCC cell system in the (001) plane, for a reduced irradiation temperature of
0.20, a ballistic jump frequency of 4.55 and for an average composition of 0.30.
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the same for all cascades ; this number is denoted by b. Since I'y is the number of forced
exchanges per atom per unit time, the number of cascade per atom and unit time is therefore :

T¢=Tp/b ®
This cascade frequency, I, replaces now the second term in the right hand side of equation 1.
During the selection of the next event to occur, if the first random number is located on a segment
corresponding to I'c, then a cascade is occurring : let us consider for simplicity that all cascades
are centro-symmetric and have the same 'geometry’, i.e. that the number of planes affected by
forced exchanges of nearest neighbours and the numbers of forced exchanges between these
planes are fixed. Then, starting from the actual distribution of A and B atoms among these
affected planes, 2b numbers are pulied at random so as to choose which atoms are affected by the
cascade. The atomic configuration is then updated by performing exchanges between the selected
atoms. This procedure avoids the tedious analytic calculations of transition probabilities
connecting the actual configuration to any configuration which can be reached afier a cascade.
The only restriction is that all cascades are included in our approach, while only the cascades
which actually modify the state of the system have to enter in the computation of ©. For the cases
considered below, where alloys not are too dilute and with sufficiently large enough number of
replacements in a cascade, the relative number of cascades improperly taken into account (less
than 10-4) is too small to be significant.

We have studied the effect of cascade on the phase diagram of figure 1, here at an average
composition of 0.30 (with a two-dimensional system, made of 40x40 BCC unit cells, each colon
containing =100 atoms) : keeping constant the number of replacements per atom per unit time,
I'p = 4.55, on increasing the number of atoms in a cascade, different behaviours are observed
(Figure 3). Here the size of the cascade is kept constant (mixing up to 3t nearest-neighbours),
and b the number of ballistic jumps in a cascade is the sum of by forced exchanges between
central site and nearest neighbours and bz between 15t and 204, and 20¢ and 3d pearest
neighbours (b=4xb1+12xbj). For simplicity we choose bj=2xbs. For a very dilute cascade,
b=20, (fig. 3a), the most stable-steady state of the system coincides with the one obtain in the
mean-field approximation (fig. 1) ; for b=60, the ordered phase has a lower volume fraction
(fig. 3b), indicating that the two-phase ficld has been shifted toward the stoechiometric
composition ; for very dense cascade, b=200, a hundred forced exchanges are performed at
once : the system is now disordered, with some ordered regions, but having a very short life-
time.

In the case of dense cascade, b=200 above, we lower the temperature of the system to
T/Tc=0.15. Starting either from an initially fully ordered state or from an initially disordered state
(fig. 4), the system evolves toward a state where disordered zones coexist with ordered ones :
however it is not guarantied that coarsening will occur in this case ; although further simulations
are required, a characteristic length for the spatial distribution of precipitates seems to be
reached ; this characteristic length would depend one the cascade density, as well as on the
cascade size (which was kept constant here). According to this picture, on a macroscopic scale,
for an alloy at a steochiometric composition one would observe a continuous increase of the
superlattice reflections in a diffraction experiment on decreasing the temperature, this transition
presenting some similarities with a 28 order transition. Further calculations are in progress to
address this point.
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Figure 4 : Instantancous (top) and time-averaged (bottom) configurations obtained by numerical
integration of ME for 40x40 BCC cell system in the (001) plane at an average
composition of 0.30, initially in a fully disordered state. The reduced irradiation
temperature and ballistic jump frequency are 0.15 and 4.55. Here dense cascades
(b=200) are producing a dynamical coexistence of disordered and ordered zones,
after 3.15x106 thermal exchanges and 9.7x106 ballistic exchanges
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Conclusion

Phase stability and kinetic paths in ordered alloys under irradiation are studied by deterministic or
stochastic numerical simulations. Dynamical equilibrium phase diagrams can be computed, which
are shown to be very sensitive on the existence of displacement cascades. Further work is in
progress for introducing point defects in a consistent way and for improving the statistical
approximation.
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Ordering and Disordering Mechanisms — An Overview

Robert W. Cahn

Department of Materials Science and Metallurgy
Cambridge University
Pembroke Street, Cambridge CB2 3QZ, England

Abstract

A distinction is drawn between homogeneous and heterogeneous ordering; the latter can be
akin to cellular decomposition and involve grain boundary migration, or other types of local-
ized nucleation sitc may operate. The use of diffraction as well as microscopy to distinguish
between these mechanisms is instanced. Attempts to interpret ordering kinetics in terms of dif-
fusion and ordering energy have mostly been restricted to homogeneous ordering; special em-
phasis has been placed on the determination of activation energies. Some empirical studies on
the relation between ordering kinetics and self-diffusivity in L1, compounds, and that between
the activation energy for self-diffusion and ordering energy, are summarised. Recent experi-
ments on the mechanicaily-induced disordering of ‘permanently’ ordered intermetallic com-
pounds will be outlined, with emphasis on NijAl The subsequent reordering of such materials
takes place readily, but they do not necessarily return to a state of perfect order.

Diffusion in Ordered A.lm:
Edited by 8. Fukz, RW. Cahn, and D.
The Mincrals, Metals & Materisls Saciety, 1993
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Introduction

Since ordering or disordering of any alloy phase is usually a diffusive process, the kinetics
of either process is linked to the diffusion of the constituent species in the alloy phase. It is thus
rather surprising that so little attention has been paid to the linkage between ordering (or disor-
dering) and diffusivity. There are at once three complications: it is not clear whether the fast-
est or the slowest diffusing species (in a binary phise) will be rate-determining; diffusivities
are likely to be different in the ordered and disordered forms of an alloy phase and in all inter-
mediate states; and the magnitude of the ‘driving force’, determined by the ordering energy and
by the temperature, will necessarily affect the relationship between kinetics and diffusivity. A
distinction has also to be made between long-range and short-range order, which have quite dif-
ferent kinetics and driving forces; this overview is concerned only with long-range order, but
Liicke and Yu, also Mohri and Ikegami, at this Symposium, are discussing short-range ordering
in depth.

In attempting to interpret the Kinetics of ordering or disordering quantitatively, it is neces-
sary to assume that the process is homogeneous. If, say, the rate and mechanism of ordering
varies drastically from point to point... i.e., if the process is heterogeneous... it will be alto-
gether too complicated for effective analysis.

The purpose of this short paper is merely to outline what is known about the following as-
pects of the general problem: (1) the circumstances under which ordering or disordering are
homogeneous or heterogeneous processes; (2) approaches which have been used for measuring
the kinetics; (3) the relationship of ordering kinetics and diffusivities in orderable compounds
to the ordering energy. All of the foregoing refers to alloys which have a critical ordering tem-
perature well below the melting-point, so that the alloy can be disordered by quenching from
above T,.. To complement this, (4) I outline recent work on the mechanical disordering of an
ordered phase which cannot be disordered thermally (i.e., one which has a high ordering ener-
gy) and on subsequent reordering of the mechanically disordered phase. — The broader objec-
tive of this paper is to interest the ‘diffusion community’ in the problem of ordering and disor-
dering kinetics.

Homogeneous or Heterogeneous?

Following the discovery of antiphase domains (APDs) in CujAu in the 1930s, it was gener-
ally assumed that any orderable alloy phase behaves like CujAu, ic., that a “foam”, in W.L.
Bragg’s words, of ordered APDs is nucieated at different points in the disordered crystal and
that these grow until they touch, followed by progressive coarsening. Meanwhile, the degree of
order, § , in the domains approaches the equilibrium value for the temperature in Question; it
has never been quite clear whether, under any circumstances, the equilibrium degree of order
can be achieved while the domains are still quite small (or have not even yet joined up), or
whether the value of S is to some degree determined by the domain size. Another perennial
issue is whether an alloy with an equilibrium S less than unity has randomly distributed
‘wrong’ atoms or whether these atoms are clustered in some way. This kind of issue was dis-
cussed over quarter of a century ago in an earlier TMS symposium (1]. Irrespective of how the
wrong atoms are distributed, this form of ordering can be regarded as ‘homogeneous’ and its
kinetics can sensibly be analysed in terms of diffusivities.
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Another kind of ordering reaction was discovered later, notably by Tanner {2] who exam-
ined Ni2V, which orders with a change of symmetry, to orthorhombic. (Tanner calls such trans-
formations “neostructural”). In different temperature ranges, this phase orders either homoge-
neously or by a process of domain nucleation at grain boundarics. Most commonly, the two
processes combine: domains first nucleate at the boundaries and then, progressively, the residu-
al intragranular material orders homogencously. The heterogencous grain-boundary reaction is
coarse and can often be observed by optical microscopy (e.g., in NigMo, by Brooks and San-
ganeria (3]). The heterogeneous process in this alloy and in others such as NiyCr, NigVv and
Ni Mo was thoroughly reviewed by Tanner and Leamy [4) in a survey which is of lasting valuve.
The process is not restricted to neostructural ordering transformations: for instance, it has more
recently been observed in FeCo [5,6]; here again, either the heterogencous or the homogeneous
process predominates according to temperature. Fig. 1 shows an optical micrograph of pre-
dominantly heterogeneous ordering in FeCo at 400°C. The process is akin to “cellular” phase
transformations, familiar in physical metallurgy.

Fig. 1. FeCo, quenched from 800°C, 2 hours  Fig. 2. Thermally polished CuPt, annealed for
400°C. Heterogeneous ordering. (6] 85 hours at 550°C, observed by polarised
light, showing ordered domains growing from
grain boundaries, pores and a scratch. (7]

Another alloy which orders heterogeneously at relatively low temperatures is CuPt, which
changes from f.c.c. to rhombohedral on ordering and can therefore be conveniently examined
by polarised light (Fig. 2). Here, ordered domains can nucleate at various kinds of surface de-
fects, as seen in the figure (7). X-ray diffraction can also distinguish between homogeneous and
heterogeneous ordering provided ordering is accompanied by a reduction of symmetry (as in
Ni,V or CuPY); a single fundamental diffraction line then splits into a pair, and one can deter-
mine whether both disordered and ordered phases coexist and, if so, whether the ordered phase
has yet reached its equilibrium degree of order (because the angular split varies with the value
of § ). This approach was successfully used with both Ni,V j4] and CuPt {7). Such studies can
also serve to indicate whether, as is apt to happen, the intragranular material begins to order
homogeneously while domains nucleated at the grain boundaries have still penetrated only a
small way into cach grain {7].

It must be reiterated here that when an alloy undergoes heterogeneous ordering (which has
been presented here in simplificd terms for lack of space), there is not much hope of interpret-
ing the kinetics of the process in terms of diffusivities... though at least one investigator has
tried!
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Disorderi

Disordering mechanisms above T, have been studied much less than ordering mechanisms.
There have been intermittent reports that just above the critical temperature, the disordering
process begins at antiphase domain boundaries, which are known to be locally disordered. A
few years ago, this was shown clearly by TEM of temary alloys based on NijAl + Fe, in which
thick disordered regions were seen at APD boundaries {8). Such heterogeneous nucleation of
disordering has recently been studied in great detail by a Franco-Belgian group 19,10}, who used
both TEM and HREM. They heated ordered Co30P|70 and Cu-17at% Pd alloys, which have the
L1, (CuzAu-type) structure, and found thickening of APD boundaries as much as 40° below
the critical temperature; the process is akin to progressive melting at free surfaces in pure met-
als some way below the thermodynamic melting temperature. Above T,. , the boundaries thick-
en rapidly as the disordered phase grows. This work has recently been reviewed [11). — It is tc
be presumed, but has not been carefully examined, that an alloy rapidly heated to a temperature
well above T, will disorder homogeneously.

Measurement of Ordering Kinetics

With those alloys which can readily be obtained in a metastable disordered form by quench-
ing from above the critical temperature, such as Cu,Au, FeCo, NiyFe, it is quite straightforwarc
to follow (homogeneous) ordering kinetics cither by diffraction or by measurement of a physi-
cal property sensitive to the state of order; the electrical resisitivity has been preferred, though
some excellent work was done many years ago by measurement of elastic modulus. Real-time
dilatometry would be a good method, because of the change of lattice parameter with change
of S, but this has not in fact been done. At temperatures at which ordering is very fast, until re-
cently there has been no available method, but now real-time millisecond diffraction has be-
come possible by use of synchrotron radiation sources and this has been applied to the probler
by Ludwig et al [12}; the instrumentation was treated in another paper {13]. At the other ex-
treme, there are problems with alioys with alow T > only slightly above ambient temperature
such as NiFe, Cu;Zn and Cu3Al. With such alloys, indirect approaches relying on scanning
calorimetry have been used, and in the case of NiFe, ordering was accelerated by concomitant
neutron irradiation[14} If that is done, however, normal diffusivities become irrelevant to the
analysis of the ordering kinetics!

One other problem can arise is if 7, is so high (though still below the melting-point) that it
is not feasible to quench in disorder at all: a notable example of this problem is TizAl, which
always proves to be ordered, however rapidly it is quenched from the disordered state. Without
a disordered starting material, the measurement of ordering kinetics becomes more difficult
(though not impossible). An alternative approach is to try rapid solidification (e.g., melt-spin-
ning). This does not appear to have been tried with Ti;Al, though it has been tried many times
with Ni, Al without success. (However, a temary Ni;Al + Fe alloy has been disordered by melt-
spinning into an unusually thin ribbon [15]). Condensation from the vapor works better... it is
an effectively very fast method indeed and can work even for the very firmly ordered ‘perma-
nent’ intermetallics, i.c., those which remain ordered up to the melting-point. Harris et al. [16)},
also West and Aziz [17], have succeeded in depositing disordered NijAl in this way. The gen-
eral problem of “disorder trapping™ during melt-quenching, which is of course linked with
atomic mobilities in the solid state, has been treated in an important paper by Boettinger and
Axziz (18}, and for some specific refractory inw:tznsetallics, critical speeds for an advancing solid
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interface have been calculated: 60 cm/s for TiAl — in which disorder has been successfully
trapped — and 200 cm/s for Al3Nb, in which this has not yet proved possible.

A surprising member of the class of ordering alloys in which disorder cannot be trapped is
B~CuZn, with B2 structure. This alloy, which undergoes an almost ideal second-order transi-
tion, remains stubbornly ordered however fast it is quenched in the solid state from above T,
(=460°C). It is not known whether this is due to the rather high diffusivity or to the sccond-
order nature of the ordering transition. Melt-quenching does not appear to have been tried.

There is no space here to list the many studies of ordering kinetics that have been published
during the past 40 years. The results of a number of these have been assembled in an earlier
overview by the author {19). In that overview, a distinction was made between d—o and 0-0
measurements: the former refers to an initially disordered alloy, the latter, to one in a state of
partial order which then changes to a state of higher (or lower) order when the temperature is
changed. Few o0-o studies have been published for those alloy phases in which disorder is
readily trapped, but recently it has been shown that ordering kinetics can even be studied in
phases which cannot readily be obtained in disordered form (or only in geometrically un-
favourable thin layers). Such an 0-0 experiment has been done with Ni3Al {20}, using clectrical
resistivity measured at the annealing temperature. Here, the order parameter, § , is always
quite close to 1 and changes by a few per cent only, and no attempt was made to convert the
changes in resistivity (Fig. 3) into the corresponding changes in § . The absolute resistance
changes are very small, and great precision is required. It will be noticed that the sign of the re-
sistance change inverts at a particular temperature; this phenomenon can be explained in terms
of a well-established model due to Rossiter [21]. Partly because of this difficulty in establishing
how S changes with time when some other property is measured, the few studies of this kind,
including the cited one on Ni,Al, only concern themselves with the activation energy of the or-
dering process, and not with absolute rates. The objective then is to compare the activation en-
ergies 50 concerned with those measured for diffusion, and this is discussed below.

t (104 5) t (104 s

Fig. 3. Isothermal time dependence of the electrical resistivity of NizAl after rapid cooling
from 1173 K to (left) 880 K and (right) 973 K. The solid curves were fitted by assuming a sin-
gle relaxation time, 7, in an exp(-¢/7) expression. [19]

A similar strategy was followed by Tanner in the early paper already cited [2) on NiyV.
Using x-ray diffraction measurements, and asls;;ning that the heterogeneously nucleated or-
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dered regions growing from the grain bound-
aries were perfectly ordered and that the intra- TEMPERATURE. (4
granular regions were still wholly disordered, he 620 00 8% 300
obtained the ordering kinetic diagram repro- " ]
duced in Fig. 4. The ordering activation energy I 1
below 550°C is close to the measured one for I
volume diffusion, and Tanner assumed that the
lower energy above 550°C was to be associated
with grain boundary diffusion. Since the order-
ing process here is governed by grain-boundary
motion, Tanner was at a loss to interpret the
low-temperature activation energy (though he
made some valiant guesses). This example
shows how quixotic an enterprise it is to attempt
the interpretation of heterogeneous ordering re-
actions in terms of diffusivities.
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Another form of o-o experimentation has
been developed by H. Bakker’s group in Am-
sterdam. They have studied permanently order-
ed intermetallics, particularly CoGa and a range Fig. 4. Plot of time needed for 50%
of A15 superconducting phases. When CoGa is transformation in Ni,V during iso-
quenched from a high temperature in the solid thermal ordering. [2]
state, a large number of antisite defects (i.e.,
wrongly placed atoms) remains in the alloy; the lattice parameter changes and so does the mag-
netic behavior. The change in § due to quenching is small. Restoration of the lost order is
possible by annealing and the kinetics of restoration can be related to diffusion rates. The same
thing was done by measuring changes in the superconducting transition temperature, T, of
phases such as NbjAu following high-temperature quenching and also after progressive an-
nealing. There is an accepted single relationship between T, and §, valid for all A15 phases:

1T X 103K~y

T, )/Tt(w) )=0.17 + 0.83 exp [-7.78(1 - 5§ )], m

and therefore this approach offers a particularly direct way of measuring small changes in §
and the kinetics of those changes. Early examples of this approach were studies of V3Ga and
CayRh,Sn, , and a concise summary of some of this research, with references, can be found in
a recent review by Bakker et al. [22).

The Relationship of Diffusivity and Ordering Kinetics to Ordering Energy

As we have seen in the last section, most measurements of ordering kinetics give essential-
ly only one useful picce of information, and that is an activation energy (sometimes more than
one in different temperature ranges) based on a fit for a single relaxation time. This activation
energy is generally assumed to be identical to the activation energy for the dominant diffusion
process (whatever that may be in each case). A valuable survey based on many experiments, 2
number from their own group, has recently been published by Cadevilie et al. [23]. All the al-
loys surveyed in this paper have the L1, structure. For this related group, it is found that the
activation energy deduced from ordering kine:i;:g at various temperatures, E, , is closely relat-
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ed 10 the critical temperature for ordering, T,.. This is shown in Fig. 5. Since the ordering en-
ergy is approximately proportional to T, as has been known ever since W.L. Bragg first
analysed the ordering process, Fig. 5 tells us that the activation energy for ordering in an L1,
superlattice rises as the ordering energy increases. This is not necessarily refated in any simple

way to the activation energy for diffusion.

The same group also examined £,
for Fe ,Al, alloys, with results as
shown in Fig. 6, below. This work is de-
scribed fully in a recent paper [24]. The
striking feature of this plot is the very
low activation energy for B2-type subs-
toichiometric FeAl. The vacancy forma-
tion energy is known, from positron an-
nihilation measurements, to be normal,
50 the migration energy is deduced to be
extremely low (0.2-0.3 eV). There is at
present a lively debate about the possible
jump mechanisms in the FeAl phase that
would account for the low migration en-
ergy, involving linked jumps of the com-
ponents of a “triple defect”. The matter
i= complicated by evidence that this
phase has unusually high vacancy con-
centrations (presumably, constitutional,
not thermal, vacancies). This rather com-
plicated debate is outlined in a recent
paper by Vogl et al. [25].

It is not surprising that the activation
energy for diffusion - or, to be pedantic,
the part of it that corresponds to the acti-
vation energy for vacancy migration —
increases as compounds become more
strongly ordered, since then the energy
cost of moving an atom from a “right” to
a “wrong” position increases also. This
effect of the ordering energy would be
expected to be much more pronounced
in B2 compounds such as CuZn or NiAl,
since in these all atoms have unlike
neighbors (whereas in L1, a proportion
of the majority atoms have like neigh-
bors). Unfortunately, no correlation like
that i1 Fig. 5 seems to have been at-
tempted for B2 compounds; that is prob-
ably because many of these are perma-
nently ordered, i.¢., are ordered up to the
melting point. Nevertheless, oo order-

1o
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Fig. 5. Activation energies for ordering ver-
sus the critical ordering temperature for a
number of L1, alloys. [23]
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ing kinetics would offer a means to obtain data like those in Fig. 5.

In this connection, it is interesting to examine the relationship between activation energies
for diffusion of the same phase in the ordered and disordered conditions. In B2 B-brass, where
the comparison can be readily made, it has long been known [26] that E, is much higher in the
ordered condition. Fig. 7 reproduces their famous graph. “O” and “D” have been inserted to de-
note the ordered and disordered temperature domains. By contrast, Fig. 8 reproduces a graph
from my earlier study [19] , relating entirely to L1, phases. There are no straightforward com-
parisons available between the same phase in ordered and disordered conditions, because phas-
es like CuzAu have T. values so low that diffusivities cannot be effectively measured below
T, ,and there are no phases with high T, values still below the melting temperature. The
lines drawn thick in Fig. 8 refer to the interdiffusion coefficient in ordered and disordered
forms of NizAlL the latter line is derived from measurements made in Japan on primary disor-
dered Ni-Al alloys containing up to 18 at.% of Al; the plots of the interdiffusion coefficient for
several temperatures as a function of Al content were straight lines and were extrapolated to 25
at.% Al, representing an imaginary disordered version of Ni3Al. It can be secn that here, or-
dering does not change the activation energy for diffusion at all, in spite of the fact that the or-
dering energy is much greater than in CuZn! There has been no proper theoretical analysis of
diffusion in L1, phases, unlike the mass of theory published for B2 phases, because the prob-
lem is much more difficult. All that can be said is that the presence of a number of like near-
est-neighbor bonds clearly reduces drastically the effect of order on diffusivity. This topic is
overripe for attention by theorists.

« T[C]

300
T

wmes wm wo | ¥ <7 r T T T T T
Dy in d-Nightn
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Fig. 7. Diffusion coefficients of Cu (triangles), Fig. 8. Diffusivities in a range of L1,
Zn (circles) and Sb (squares) in (B2) f—CuZn phases, derived from many sources.
of several near-stoichiometric compositions. [26] (For details see ref. (19])

For Ni,Al, the 0-0 ordering kinetics examined by Kozubski and Cadeville (20} yielded an
activation energy of 3 - 3.4 eV (the higher end of this range is included in Fig. 5), in satisfacto-
ry agreement with experimental values for chemical and inter-diffusion in this phase (2.7 - 3.4
¢V). However, a recent detailed analysis (27] of the kinetics of reordering of NijAl disordered
by mechanical milling (see below) revealed 183 1!ower activation energy, rising from 1.2 to 1.6
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¢V as reordering progressed (the change was attributed to progressive vacancy trapping by im-
purities). All that this can confidently be said to show is that the activation energy for ordering
is not simply related to that for any diffusion process. In the case of B2 phases, interpretation
of any future ordering kinetics studies will be complicated by the fact that in such phases, the
activation energy for diffusion changes drastically as order is progressively established.

In the foregoing discussion, emphasis has been largely on activation energies, and nothing
was said about the analysis of absolute rates of ordering. This matter has received little atten-
tion, yet it is of great intrinsic interest. The central issue is this: Clearly the diffusivity in the
reordering phase plays a major part in determining the ordering rate, but by no means exclu-
sively so. The diffusional correlation factor must play an important role as well; this factor,
which varies considerably between different superlattices, can in a sense be regarded as a mea-
sure of the “efficiency” of diffusion, for it determines how many jumps are necessary on aver-
age to increase the number of correctly situated atoms by one. But that efficiency would also
be expected to be be influenced by the “driving force” for ordering, which is simply the order-
ing energy .

Some years ago, I attempted [19) to grapple with this issue in a preliminary way, by compar-
ing absolute ordering rates for different L1, phases, bringing together numerous published val-
ues for both ordering kinetics and diffusivities relating to NizFe, NizMn, CuzAu and NizAl
I then picked, by interpolation, the temperature for cach of these phases at which the relaxation
time, T, was 100 minutes, and obtained from published data the slower of the chemical diffu-
sion rates of the constituent elements (where both had been measured), or simply the one
known chemical diffusion rate in other cases. For the first three phases listed above, which
have critical temperatures in the range 660 to 790 K and hence rather similar ordering energies,
the diffusivity for T = 100 min is in the rather narrow range 7 x 1022 - 6 x 1020 m? /s; the
highest D was for CugAu, which has the lowest ordering energy. However, for Ni,Al, which
has the high (virtual) critical ordering temperature, above the melting point, of = 1680 K 28],
the corresponding diffusivity for T = 100 min is only 1.5 x 1026 m?%s.

What this tells us is that to achieve ordering at the same rate, starting in each case from dis-
ordered material (in the case of NijAl, this referred to an old study on material disordered by
filing; recent studies [20,27) were not yet available), much slower diffusion will suffice if the
driving force, represented by the ordering energy, is very high . A different way of wording this
is to say that diffusion is more efficient, or more “focused” on the task of enhancing order, if
the driving force is high. To tumn this indication into a proper analysis will require more theo-
retical expertise than I possess!

Permanently Ordered Alloys Disordered by Mechanical Means

Repeated reference has been made in the foregoing to NijAl disordered by mechanical
milling, and to a reordering study made on material disordered in this way. Here I shall very
briefly outline this work. In fact, the bulk of the work has already been reviewed in a paper
presented earlier this year [29] to a symposium organized by the ASM on Kinetics of Ordering
Transformations. Since the connection of this research with diffusion is highly indirect, this dis-
cussion will be kept very brief. 133
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This research had several distinct purposes: to obtain the fully disordered alloy (so that
properties such as the lattice parameter could be measured as a function of order over the entire
range0 < S < 1(29) [30]); to measure the stages of disordering, as evidenced by heat release,
lattice parameter change and changes in diffraction pattern; to examine whether amorphisation
follows on disordering on continued milling; to study the reordering of the disordered alloy.
Ball-milling is a much more efficient disordering process than filing, which was used many
years ago to disorder NijAl partially. Now that disordered NiAl can also be deposited from
the vapor [16,17), it will be particularly interesting to compare reordering kinetics for the dislo-
cation-free alloy (made by vapor-deposition) and the intensely cold-worked material; this has

not been attempted yet.
1.0y 1.0 ———rrrrr———rrrrry
0.8 0.8f R
0.6 " ‘
0.4 0.4
0.2 0.2
0.0 e T 00— i g
0 4 8 12 16 20 0.1 1 10
Milling Time (h) Annealing Time (h)

Fig. 9. Variation of the long-range order Fig. 10. Variation of the relative LRO parameter,S ,
parameter as a function of the milling of initially disordered NijAl-based alloy during iso-
time for M3Al—based powder. (29] thermal anneals at temperatures cited. {29}

To exemplify the kind of information that has flowed from this kind of research, 1 show
here two figures, taken from ref. (29]. Fig. 9 shows the stages of disordering of Ni,Al during
ball-milling and Fig. 10 shows the rates of reordering, following complete disordering, at vari-
ous temperatures. As can be seen in Fig. 10, mechanically disordered material cannot return to
a state of perfect order; it is probable (but not yet known) that this would require a temperature
high enough to ensure recrystallization. Subject to this kind of difference between mechanical-
ly disordered material and that disordered by very rapid quenching or vapor condensation, this
approach to disordering permanently (very strongly ordered) alloys is likely to prove valuable
for a range of other alloys apart from Ni;Al. The approach has indeed already been used to
study mechanical disordering (and amorphisation) of Zr,Al, as described in ref. (29] and in (31]
and [32).

In connection with the special concerns of this Symposium, the technique will be of interest
because it will permit ordering kinetics to be measured, and related to measured diffusivities,
for very strongly ordered alloy phases. Such research is reviewed in the context of our under-
standing of the ordering reaction and its consequences, in a forthcoming book chapter (33].
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Abstract

An clectron diffraction technique, IKL-ALCHEMI, was applied to a study on the kinctics of
L1gy-type ordering in CuAuPd ternary alloys at 573 K. Au and Pd atoms have a tendency to
\ share the same sublattice, while Cu atoms prefer the other one. In the alloys containing 50
1 at%Cu, LRO parameters of the three elements S;'s evolve monotonically with time, having the
inequality |S o J>IS ad>iSpd in the carly stage, but [Spde|Sf=lS o] in the late stage. If the Cu
content is less than 50 at%, S 5, is once raised, and then slightly attenuated by evolution of Spg.
The kinetic behavior is explained in terms of the interatomic potentials and the diffusive
mobilities of atoms.
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L Introduction

Kinetics of ordering transformations in alloys has been attracting a great deal of attention
with scientific and technological interests [1]. Many papers have been published on this problem
so far [2-4). Yet the investigations have largely been confined to binary systems, although most
systems of technological intcrest consist of more than two components. We, of course, know
that many studies have been conducted on ordering in ternary or multi-component alloys. But,
the quantitative understanding is quite poor, parhaps owing to the limitations of conventional
diffraction techniques of X rays, electrons or neutrons in determining quantities with respect to
the atomic configuration, or order parameters, in ternary or multinary ordering alloys.

The long-range ordering in a crystalline alloy removes certain symmetry-clements from the
symmetry group of the fundamental lattice [2,3]. If the number of components of the alloy isn,
every removed symmetry-element yiclds n-1 long-range order (LRO) parameters characterizing
the degree of order. It follows that the structure factor of a superiattice reflection must be given
as a function of the n-1 LRO parameters. In the binary case where n=2, one LRO parameter is
involved in the structure factor, and is determined explicitly from the diffracted intensity. The
time-evolution of long-range order in a binary alloy is examined quantitatively through
diffraction experiments. In contrast, the diffraction method cannot extract more than one LRO
parameter from a ternary or multinary alloy with n>2 unless the scattering factors or the
scattering lengths of clements are varied. Anomalous x-ray scattering near absorption edges or
neutron scattering with isotopic substitution is usually employed to vary the scattering power [5-
7]. The plural LRO parameters for n>2 are evaluated from a set of diffraction profiles as a
function of x-ray wavelength or isotope content. These techniques are clegant in principle, but
not suitable for routine work, since huge experimental facilities such as a synchrotron source or
an atomic reactor are required in most of the cases. Mdssbauer spectroscopy has been employcd
in the study of ordered atom-configuration in some ternary alloys [8-10]. The application of the
latter technique, however, must be restricted to iron- and tin-base alloys in practice.

As an altemate diffraction technique to determine plural LRO parameters in multi-component
alloys, the present authors [11] have recently proposed to utilize the intersecting Kikuchi-line
(IKL) method [12] and the channeling enhanced x-ray microanalysis (ALCHEMI) [13] in the
transmission electron microscopy. The new technique, which we call IKL-ALCHEMI, offers
possibilitics for routine analyses of multi-component ordered alloys at typical laboratories,
because a transmission clectron microscope equipped with an EDX spectrometer is used as the
experimental apparatus. There exists, in principle, no limitation of the kind and the number of
components.

Kinetics of ordering in alloys containing more than two components is particularly
challenging, as an application of this new technique. If an LRO phase is being developed from a
disordered state in a muiti-component alloy, an interesting question arises: "How the alloy gets
toward the equilibrium state of LRO in the 5-1 dimensional space spanned by LRO
parameters?”. The course on which the alloy passes is called as "transformation path” or
"kinetic path”. Fultz, etal. recently studied the path problem for B2-type ordering in an FeCo-
Mo alloy by MOssbauer spectroscopy [10]. To the authors' best knowledge, their result is, at
present, an unigue example of the path of ordering determined experimentally.

This paper reports our recent results of IKL-ALCHEMI study on the kinetics of ordering in
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a ternary system. QOur examples are CuAuPd alloys, which form the L1g-type structure with
two-cquivalent sublattices, as illustrated in Fig. 1. In this work, our attention is focused mainly
on the kinetic behavior as a function of alloy-compesition. In the following, we will review the
principles of IKL-ALCHEM], and then present the experimental results.

O O O O

® 6 ¢
O O O O
, 0 0 0
80 O O O

Lt t1o3 (170)

Figure 1 - L1 ordered structure and the (110) projection. Closed and open circies
refer to @ and B sublattices, respectively.

IL. IKL-ALCHEMI

The occupation probabilities of Cu, Au or Pd on the two sublattices denoted by o and B are
assumed to be

I'(o or B) = x;(1=S;), [i=Cu, Au or Pd}, 1)

where x; and S; are the atomic fraction and the LRO parameter of element i, respectively. The
LRO parameters S; are variable between -1 and +1. If S;=«1, i-atoms arc located only on one of
the two sublattices, while §;=0 characterizes equality in occupation on the two. Note that the
number of independent variables included in eq. (1) is two for the ternary case at a given
composition, owing to the conservation law,

Zx,s, =0 (e))
The structure factor of a superlattice reflection g is given as
;' m)-zf.mr.(x)x.&, 3
' where f(g) and Ty(g) are the atomic scattering factors of the clements and their temperature
factors, respectively.

H electrons are illuminated on an area of a specimen in 2 transmission electron microscope,
characteristic X rays are emitted from the constituent atoms. The intensity of X rays from an

clement is given by
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Ny = kg (14Spl(0)+kx (1S ) B) - 4)

Here, k; is the coefficient of fluorescent yield from the clement i, /(@) and J(B) are the mean flux
of electrons at & and § sites, respectively. In ALCHEMI [13,14], we measure relative change in
N's between two different conditions of electron diffraction. One of the two conditions is of
dynamical excitation of a low-order superlattice reflection with a slight deviation from the exact
Bragg position, and the other is a quasi-kinematical condition where no low-order reflections are
strongly excited. The former condition makes K¢) and AB) different from each other, while the
latter one almost equalizes them. Hence, N;'s depend on the diffraction condition. Let N;* and
N;® be x-ray counts under the dynamical and the quasi-kinematical conditions, respectively. The
proportion of N;* relative to N;” is denoted as R(=N;"N,>). If one obtains R;'s from an
ALCHEMI pair of EDX spectra, the ratios of $;'s to S; are determined to be

et RR 5
D @ -R) ®

Using P(i, j) thus determined by ALCHEMI, we rewrite eq. (3) as

F(x)-z{f.(:) T(g) x, PG.J)}S, - )

In €q.(6), §; is an unique unknown parameter which can be evaluated by the diffraction
experiment measuring the structure factor [15,16], e.g. the IKL method. A Kikuchi or Kossel
line of a high-order reflection splits into two segments when the line crosses a strong Kikuchi
band of a low-order reflection [12,16]. The scparation between the two segments is directly
proportional to the distance between two branches of the ..._persion surface causing the strong
band, that is to say, it is proportional to the structure factor of the low-order reflection. If we
measure the scparation due to a low-order superlattice reflectiong, the value of F(g) or S; is
determined from the separation through analyzing the many-beam dynamical electron diffraction.
Thus all LRO parameters and the occupation probabilities of atoms on the sublattices given in
eq.(1) are specified by the combination of IKL and ALCHEMI techniques.

1I1. Experimental Procedure

Four ingots of varying composition in the CuAuPd ternary system were prepared in an
argon atmosphere in a high-frequency induction furnace. The compositions of the alloys are
listed in Tabie I, and plotted in the isothermal section of phase diagram at 573 K [17], as shown
in Fig. 2. The ingots were anncaled at 873 K, quenched in iced brine, and then rolled into
sheets. The sheets were kept at 873 K for 1.8 ks to remove strain and to obtain fcc disordered
solid solutions, and were then annealed at 573 K in the L1, ficld for various durations. The
annealed specimens were electrochemically thinned to electron transparency by twin-jet polishing
in a solution of 35 g of Cr;05, 200 ml of CH3COOH and 100 ml of distilled water at room
temperature. The electron microscope used was a JEOL JEM-2000FX with an EDX
spectrometer at the HVEM Laboratory, Kyushu University. The specimens were cooled down
to about 100 K by liquid nitrogen in the microscope. In ALCHEMI, the accelerating voltage
was sct to 160 kV, and EDX spectra were recorded under dynamical excitation of the (110)
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superiattice reflection and under a quasi-kinematical condition. In the IKL experiments, the
acceleration voltage was raised up to 200 kV, and electrons were illuminated with sufficient
convergence. The specimens were oriented so that (646) and (647) reflections simultaneously
satisfied the cxact Bragg condition. Under the above condition, Kikuchi-lines of the (646) and
(647) reflections intersect with the (001) band within their CBED disks, splitting into scgments.
‘We measured the separation between the scgments of the (646) reflection.

In the simulation of many-beam dynamical diffraction for analysis of the separation, 75
reflections, which are shown in Fig. 3 in a previous paper [11], were taken into account. The
parameters used were obtained as explained in the previous paper.

Table I Compositions of the specimens

XCu X An Xpd
[at%] __[at%] [at%]
:' a 50 25 25
| b 50 35 15
] [ 45 30 25
] d 45 40 15
i
H
Cu
Figure 2 - Isothermal sections of the phase
diagram of CuAuPd at 573 K. Closed
circles a,b,c and d indicate compositions of
: the specimens.
!
H IV. Results and Discussion
¥ ; . i3 [T1 03
i Final states in thermal equilibrium

Figure 3 shows an example of ALCHEMI pair of EDX spectra taken from CusgAuysPd;s
annealed at 573 K for 604.8 ks. The specimen is believed to have almost established thermal
; cquilibrium. The full scale of the spectra is normalized to the Cu(Ka) integrated intensity. It is
k seen in the ALCHEMI pair that the dynamical condition with a positive s, ¢ attenuates the
signals from Au and Pd. Here, 5,10 denotes the excitation error of (110) superlattice reflection,
i and the positive value expresses the reciprocal point of (110) reflection set inside the Ewald
sphere. The values of R 5, =0.706, Rpg=0.717 and Rc=1 for the ALCHEMI pair in Fig. 3 give
) P(Cu,Au)=-0.963 and P(Pd,Au)=0.926, following eq.(5). Similar ALCHEMI pairs were
i obtained from different regions in the same specimen, and the most probable values of P(Cu,Au)
and P(Pd,Au) were determined. Table II summarizes the values thus determined. The negative
values of A(Cu,Au) characterize the anti-site correlation between Cu and Au. In contrast, 1
P(Pd,Au) takes positive values, indicating that Au and Pd atoms tend to share the same i
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sublattice. The absolute values of the two parameters ailmost attain unity in the alloys containing
50 at%Cu, while they exceed unity in the alioys with Cu content less than 50 at%. The LRO
parameters are expected to be [Scd~{S s d-4Spd in the former cases, and |Sof-4Spd>fS ad in the

latter ones.
T 1] ) 2 1 3 v T T v ] L
Cu (@) Cu (b)
Syo >0 kinematical
.é.' Au
S Au
Pd
0 10 20 0 10 20

Photon Energy / keV

Figure 3 - ALCHEMI pair of EDX spectra obtained from CusgAu,sPd, s annealed
at 573 K for 604.8 ks. (a) dynamical condition with s,, ¢>0, (b) kinematical condition.
The Cu(Ka) intensity is equalized between (a) and (b).

Table I Parameters P(i,j) in the equilibrium states

Cu P Cu P d
P(Cu,Au)  -1.0520.05 -1.0520.05 -1.49:0.21 -1.31=0.17
P(Pd,Au) 1.11+0.09 1.1620.15 1.48+0.37 1.27+0.51

Figure 4 shows a CBED pattern of CugoAupsPdys equilibrated by aging for 604.8 ks.
Here, a pair of white arrows indicate the separation of (646) Kikuchi-line due to dynamical
diffraction of g=001. The splitting distances of equilibrated alloys are listed in Table HI. The
separation expands with increase in Au content at a given Cu content, while it narrows with
deviation of Cu content from 50 at% at a constant xps. The composition dependence of the
separation scems reasonable, since the separation is, in principle, proportional to the structure
factor of the (001) superiattice reflection.

Table IV gives the occupation probebilities of Cu, Au and Pd on the two sublattices as well
as the LRO parameters in every specimen alloys with thermal equilibrium at 573 K, which have
been determined through the combination of IKL and ALCHEMI. The occupation probabilitics
I; have been obtained with accuracy about 2 at%. In the alloys with 50 at%Cu, most of Au and

H
3
i3
H
T
I
¥
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Figure 4 - CBED pattern of CusgAu,sPdys annealed at 573 K for 604.8 ks.
‘Whole pattern (upper) and enlarged one (lower). White arrows
indicate the splitting of (646) Kikuchi-line due to (001) reflection.

Table Il Separation of (646) Kikuchi-line in the equilibrium states [nm™']

CusoAupsPdps  CuspAussPdys CuysAumgPdrs CuysAwgoPdys
0.384+0.005 0.486+0.005 0.379+0.005 0.452+0.005

Pd atoms reside on & sites, while most of Cu atoms are located on . The LRO parameters of
the three elements achieve almost unity in the absolute value. Hence, the compositions
Cuso{Auy yPd,)sp can be regarded as stoichiometric for L1y ordering. If we assume the
pairwise interactions between the first nearest neighboring atoms, ¥y, to be responsible for the
formation of L1y type long-range order, the results for the stoichiometric alloys suggest that
Vouan 80d Vg are effective to the formation, but V4, is not so significant. In the alloys with
xagtxpg)=0.55, the LRO parameter of Au reduces considerably, while S¢, and Spy remain
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high. These nonstoichiometric alloys contain 5 at% of excess Au and Pd atoms. Of the excess
atoms, Au atoms are preferentially forced from a to P sites. Most Pd atoms remain on their
preferential @ sites, even in the nonstoichiometric case. Therefore, we conclude that the
pairwise interactions should beVoupg>V quar>V aups in our specimens of CuAuPd. This
inequality of the pairwise interactions holds in dilute Pd alloys {11,18]. We have examined the
cquilibrium states of long-range order over a more broad range of composition in the L1 phase
field seen in Fig. 2. From the results compared with the predictions by the cluster variation
method [19] with a simple tetrahedron approximation [2,20], we have evaluated the interactions
10 be Vupa=1200 K, Vy4,=663 K and V ,,p4=400 K [18].

Table IV Equilibrium states of L1 long-range order

I{a) fat%] I(P) fat%] S;
Cu 1.6£2.0 98.4+2.0 -0.97:0.04
CuspAusPdys Au 48.0£2.0 2.0£2.0 0.92+0.08
Pd 50.4£2.0 -0.422.0 1.02+:0.08
Cu -1.0£1.8 101.0=1.8 -1.02¢0.04
CuspAussPdys  Au 69.2:1.8 0.821.8 0.97:0.05
Pd 31.8+1.8 -1.8+1.8 1.120.12
Cu 3.4:2.6 86.6+2.6 -0.92+0.05
CussAusgPdys  Au 48.622.6 11.422.6 0.62:0.08
Pd 48.0+£2.6 2.0+£2.6 0.92+0.10
Cu 3.2+3.2 86.8+3.2 -0.93:0.07
CuysAuygPd; 5 Au 68.4+3.2 11.6£3.2 0.71+0.08
Pd 28.4+3.2 1.6+3.2 0.90+0.21
45 T T T T i — {
100 | ] 3
R4 !
= 80} Cu(B) . ;
2>
g eof ]
c 40 F Au(a).--—--A‘_;'r;y"""Q“':g:“"-'9 ] j
8 Pd(a)>-— "0
g 20  Cu(a)
Pd{f)o- — o
Au(p)a--—~

2 3 4 5 6 605
annealing time/ks

Figure 5 - Changge in the values of I; during ordering process in CusgAwysPdps.
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Kinetic behavior inZ Lo orderi

The transient states in the processes of L1 ordering at 573 K have been examined through
the same procedure of IKL-ALCHEMI explained above. Figure S5 shows changes in the values
of I in CusgAupsPd; s during the process. The probabilities finding (Cu on £), (Au on ) and
(Pd on a) continuously increases with annealing, while the anti-site atoms disappear. This
simply indicates the development of L1y-type long-range order in the alloy.

Figure 6 gives the LRO parameters in the alloys of (x sutxpg)=0.5 as a function of annealing
time. The absolute values of Sy, § A, and Spy continuously increases with anncaling time in the
stoichiometric alloys, as shown in Fig. 6. In the early stage, the magnitude of the LRO
parameters are in order of [SAd>|Scul>|Spd), but the inequality almost vanishes or changes into a
weak one where [Spd>ISc>IS a in the late stage. Figure 6 clearly reveals that the ordering rates
are different among the three clements. The ordering rate of an element is considered to be
proportional to product of the diffusive mobility and the driving force coming from the free
energy [2,21]. The latter factor gives Pd atoms predominance in the ordering rate in the early
stage, because the interaction parameter V' oypy is stronger than Vg, However, the magnitude
of Spq increases more slowly than S, and S ,, as shown in Fig. 6. This result suggests that the
diffusive mobility of Pd is significantly lower than those of Cu and Au in these alloys.

o L L L] L) T
1of @ 12
e el S 10
P ost Tk - ia
s -Au-/,// 7 goa
606+ 40
5 °'// ~Scs —e— s 06
04t Ad { Saui; === 1 4
Seg: - o ~ Jg(u.
.
a2 ozt ]
m —i A Y SRR SN N " — y— i 1 I ) SO Y PR W A
0 2 3 4 5 6 605 0 2 3 4 56 6 605
annealing time / ks annealing time / ks

Figure 6 - LRO parameters S; as a function of anncaling time.
(8)Cus0AuzsPdys, (b)CuspAussPdys.

Figure 7 shows variation of the LRO parameters during annealing in the alloys of
(xAutxpg)=0.55. The values of S, and Spy gradually increase with time in both of the alloys.
In contrast, the parameter S 5, decreases with annealing. Since Cu and Au atoms are more
mobile than Pd atoms, the ordering reaction between Cu and Au would precede the ordering
between Cu and Pd. The magnitude of Sc, and S, would be rapidly enhanced in the earlier
stage, at which the ordered domains are too small to measure the LRO parameters by the present
method. In the following intermediate or late stage, the ordering between Cu and Pd becomes
significant and increases S oy, and Spy with time as shown in Fig. 7. - As the sum total of Pd and
Au atoms outnumbers a.-sublattice sites and Vpg is larger than Vya,, the subsequent ordering
reaction between Cu and Pd involves partial removal of Au atoms from @ to § sites. The LRO
parameter S o, therefore decreases slightly with the evolution of order between Cu and Pd atoms,

145

e e+

AR g

st S e b ets o e e




- At

o M W S T R i s TR At T hiay

as can be seen in Fig. 7.

The change in I; during the ordering process plotted in the Gibbs triangle gives the kinetic
path. In Fig. 8, the paths for the alloys with 25 at%Pd arc demonstrated. In the initial states of
disordered phase, the values of I for the two sublattices are degenerate into the alloy
composition indicated by closed symbol. As the ordering proceeds, I'{a) and I'{B) move
toward the Au-Pd rich and the Cu-rich sides in the triangle, respectively. In the early stage, the
ordering reaction between Cu and Au atoms occurs dominantly, the paths being nearly parallel to
the edge between Cu and Au corners. The subsequent ordering between Cu and Pd bends the
paths in the intermediate or late stage. The difference in the ordering rate mentioned is
responsible for the kinetic paths curved in the shape of inverse "S".

We are now simulating the kinetic behaviors of L1y ordering, using the master equation
approach developed by Fultz [22]. The preliminary calculation has supported the conclusions
drawn here.

jod L) L L3 i hedi |

10 (a) .
(23 E
§ a6} 4
k]
$ost -
£ e

02t Spq: =~ E

A 1 'y I | P
0" 8 ) % 9 608 0" ® 8 10 12 W% ~ 86 605
annealing time /1 ks annealing time / ks

Figure 7 - LRO parameters S; as a function of anncaling time.
(3)CuysAuzgPdys, (b)CuysAugoPd; 5.

Pd

Au

W 80
Au (at %) Au(at*%)

Figure 8 - Kinetic paths of L1 ordering in CuspAuzsPd;s(a) and CuysAusoPd;s(b).
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IV. Concluding Remarks

b

In this paper, we have reported an application of the combination of IKL and ALCHEMI
techniques to study of kinetic behavior of L1y ordering in CuAuPd ternary alloys ata
temperature of 573 K. The time-evolution of L1¢-type long-range order has been examined in
the light of change in the occupation probabilities of the three elements on the two sublattices,
I(o or B), as well as change in the long-range order parameters, S;. In the L1g ordered
structure, atoms of Au and Pd have a tendency to share the same sublattice, while Cu atoms
prefer the other one. The long-range ordering is explained in principle by pairing interactions of
Cu atoms with Au or Pd ones in the first nearest neighbors. In a case of Cuy_5(Auy.yPd, ) s,
the absolute values of S; for the three clements rise monotonically with annealing time. The
magnitudes of the three S;'s are in order S oJ>|S of>ISp4] in the early stage, but the inequality
changes into [Spal2}Sc=IS od in the late stage. When the sum total of Au and Pd contents
exceeds 50 at%, Sq, and Spy increase with annealing in a similar way as in the casc of
(x autxpg)=0.5, but S 4, rises and then slightly decreases after reaching a maximum. In such a
nonstoichiometric case, the final state contains a considerable number of anti-site atoms of Au.
The kinetic behaviors of L1y ordering in CuAuPd are explained in terms of the pairwise
interactions V;; as

Vord>Y cuar>V aupss 7
and the diffusive mobilities D; as
Dpy; Do Dyg ®)

The change in I; during the ordering processes draws kinetic paths curved in the shape of an
inverse "S" in the Gibbs triangle.

The present results have clearly proven the IKL-ALCHEMI method to be useful in studying
kinetics of ordering in multi-component alloys. This technique can be used as routine work atar.
average-size laboratory, and is applicable to heterogencous or decomposed alloys. One can, of
course, obtain simultaneously informations on the microstructure by the usual imaging or
diffraction mode of transmission clectron microscopy. We believe that IKL-ALCHEMI will
stimulate much experimental study of multi-component ordering alloys.

Acknowledgments

Help in the experiment by M. Takahashi is greatly acknowledged. One of the authors
(S.M.) should like to express sincere thauks to Profs. B.Fultz, R.W.Cahn and Dr.D.Gupta for
inviting him to present this report at the symposium on "Diffusion in Ordered Alloys and
Intermetallics” and to contribute it to the proceedings. This work was supported in part by
Grants-in-Aid for Scientific Research (B) under Contract No.03452247 (K.O.) and for
Encouragement of Young Scientists N0.03855141 (S.M.) from the Ministry of Education,
Science and Cuiture, Japan.

147




PR Y P R A R R i B e Y S A A )¢ W R TN

Appendix: Note on limitation of IKL-ALCHEMI

1t should be noted that IKL-ALCHEMI does not bring in any direct informations with regard
to pair-correlations of atoms. In n-component systems, the pair-correlation functions are defined
by n(n-1)/2 independent variables [23], or Wallen-Cowley parameters, while eq. (1) is given
with -1 independent variables of the LRO parameters. The numbers of independent variables in
both functions are equal to each other in a binary case, but they become different if n>2. When
n=3, the former and the latter functions include three and two independent variables,
respectively. If the present study concerned the alloys of (x 5#+xpg)=0.55 only, one could not
judge which of the following situations is responsible for the selective removal of Au atoms to
anti-sites: Vopa>V cuan>V aurd and Voupg, Vanka>Vouane We have concluded, from comparing
the stable configurations of atoms when (c oy+xpg)=0.5 and 0.55, that the former situation, or
eq. (7), is the case. The x-ray diffraction technique with anomalous scattering near absorption
edges is preferable if one wishes to measure directly pair-correlations in a multi-component alloy
of a given composition [7].
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Local atomic arrangements in Hgg g9Cdg 29Te were investigated by measuring the diffuse
x-ray scattering at two different energies near the Hg Ly absorption edge to yield intensity
due only to Hg-Hg, Hg-Te, and Hg-Cd pair interactions. The data were separated into short
range order and displacement intensities. Simulation revealed ordered regions with 3:1 Hg-
Cd near neighbor configurations. The Hg-Te length is contracted. Similar measurements
were made near the Mn K edge in Cdg 72sMng 275Te, showing potential problems in the
measurement of the diffuse x-ray intensity using anomalous dispersion techniques.
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I. Introduction

The state of local order and strain in the pseudobinary zincblende semiconductors
(A1-.B.C) is known to affect electronic band structure and electronic properties such as
carrier mobility [1-3]. However, only a limited number of studies have been performed
on the state of local order and strain in these systems. Ga;_.In,As [4], Cd;_.Zn,Te (5],
and Cd;_,Mn,Te [6] show that the A-C and B-C bond lengths are relatively constant
throughout the entire composition range despite the change in lattice parameter. Recent
EXAFS studies on Hg;_,Cd,Te [7] also suggest this trend while previous EXAFS studies
[8] led to inconclusive results or to suggestions that the near neighbor bond lergths are
bimodal [9]. The A-A, A-B, and B-B distances in the studied systems are reported as
being equal to those calculated from the average lattice parameter of the alloy. However,
standing wave measurements on Cdg.72sMng 275Te [10] suggest the opposite effect: the A-A,
B-B, and A-B distances are unequal. Studies on the state of local order are also conflicting.
Previous x-ray diffuse scattering studies [11-13] as well as electroreflectance measurements
in Hg;.,Cd,Te {14] suggest Cd clustering, while Raman studies {15] and NMR studies [16,
17] suggest that a Hg:Cd 3:1 cluster around each Te atom is favored. This arrangement is
indicative of local ordering rather than clustering. This study is motivated to resolve some
of these discrepancies.

I1. Experimental

The diffuse x-ray scattering is sensitive to the difference between the actual crystal and
the average crystal described by the Bragg peaks. Consequently, local interatomic strains
as well as local ordering and clustering affect the shape and intensity of the diffuse x-ray
scattering. Borie and Sparks[18] as well as Georgopoulos and Cohen[19] have proposed
methods for extracting real space information from the diffuse scattering by expanding
the kinematic scattering equation out to second order in displacements and measuring
the diffuse scattering in a volume of the crystal’s reciprocal space. Quintana [20] has
extended this formalism for pseudobinary zincblende F43m structures with the result that
the diffuse scattering at each point in reciprocal space is a sum of seventy linear terms
involving the short range order parameters and moments of the interatomic displacement
distribution. The coefficients of these terms involve the atomic scattering factors as well
as the reciprocal space coordinates where the data are taken. By taking data at symmetry
related points in reciprocal space, the terms involving the real space parameters can, in
principle, be determined by a least squares technique since the scattering factors and
reciprocal space coordinates are known {21]. The number of equations can be reduced in
such an experiment by performing two experiments close to an absorption edge of one of
the atoms on the mixed FCC sublattice [20, 22]. When the data are converted to electron
units, the intensity resulting from the difference of the two measurements is dependent
only on terms involving the atomic species that corresponds to the absorption edge. The
number of remaining terms in the equation depends on the behavior of the scattering
factors and the relative magnitude of the imaginary parts of the atomic scattering fastors.
Fifteen terms are left in the equation for HgysoCdg.20Te and forty seven terms are left for
Cdo.725Mng 275 Te [20].

A 15mm diameter n-type single crystal of HggggCdo.20Te was purchased from Cominco
Ltd. (Trail, British Columbia). Two measurements of the diffuse x-ray scattering in a
volume of reciprocal space were performed on the MATRIX Beamline X18A at the Na-

tional Synchrotron Light Source, Brookhaven National Laboratory. One measurement of
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Figure 1: Plot of the difference x-ray diffuse scattering on the (hk0) reciprocal lattice
plane from a commercial HggsCdgsTe single crystal. The difference is taken between
measurements at 12086 ¢V and 12271 eV. Contours are every 50 e.u.

the x-ray diffuse scattering was performed at 12271 eV, near the Hg Ly;s edge, and a sec-
ond measurement performed at 12086 eV. The diffuse scattering in a volume of reciprocal
space from the single crystal of Cdg 72Mng275Te grown by U. Debska (used in Durbin’s
standing wave study [10]) was measured near the Mn K edge at 6525 eV and also at 6405
eV. Measurements of the direct beam were made to convert the measured data to electron
units. All measurements were made at room temperature at a spacing of Ak = 0.2 in re-
ciprocal space with the sample underneath an evacuated Be dome to minimize background
scattering. The data were collected with a Si(Li) solid state detector and corrected for
deadtime [23]. In the HgygoCdo.20Te experiment, the Hg L, and Mn K, resonant Ra-
man scattering was recorded simultaneously with the diffraction data so that the Hg Lg
and Mn Kj resonant Raman scattering could be subtracted from the Hgp39Cdo.20Te and
Cdg.r25Mng o75Te data sets respectively. The real and imaginary parts of the Hg and Mn
scattering factor’s in the vicinity of their respective edges was also measured [24].

III. Results and Conclusion

Figure 1 shows the difference intensity in electron units between the measurements at
12271 eV and 12086 eV on the (hk0) plane. This difference intensity is due only to Hg-
Hg, Hg-Cd and Hg-Te interactions. The intensity was corrected for second order thermal
diffuse scattering and separated using unbiased linear least squares techniques to yield
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the Warren-Cowley short range order parameters as well as the local displacements [25].
Only four short range order parameters and the first three intersublattice displacements are
significant and these are given in Tables I, II, and II1. The displacements are given as vector

quantities of the average displacement from the ideal lattice of the Hg-Te and Cd-Te atom
pairs for each interatomic Vector Timm (e.g. < AP > and < AZ4Te > respectively).
The Cd-Te displacements can not be determined directly since the dxﬂ'etence intensity
only contains information regarding interactions with Hg. However, the average Cd-Te

displacements are related to the Hg-Te displacements through (26]:

Zhy < ARSI > —z0q < AQTE >=10 (1)

which comes from the existence of the average lattice. Here, zcg and 2, are the sublattice
fractions of the respective components. The features at the forbidden Bragg reflections (e.g.
(531) and (310)) are primarily due to second order strain effects on the multicomponent

sublattice.

Table I Warren-Cowley short range order parameters for a commercial
Hgo.sCdo s Te crystal.

[} m n Qimn

0.00 000 0.00]| 1.265 (71)
0.50 0.50 0.00 { -0.050 (26)
1.00 0.00 0.00 0.118 (35)
2.00 2.00 0.00|-0.043 (25}

Table II First order Hg-Te displacements in a commercial HgggCdg 2Te
crystal. Displacements are in 102q,.

] m n <Z imn <Y Simn < Zmn
035 025 025 |-0.044 (4)]-0.044 (4)|-0.084 (4
0.75 075 025 |-0.021 (3)[-0.021 (3)| 0.010 (5)

-0.75 -0.75 -0.75| 0.016 (5)| 0.016 (5)| 0.016 (5)

Table ITI First order Cd-Te displacements in a commercial Hgg gCdg 3 Te
crystal. Displacements are in 1G%ao

1 m n <TOma | KYimn | <2 imn

025 025 025 | 017 (2)] 017 (2)| 0.17 (2)

0.75 0.75 025 | 0.08 (1)| 0.08 (1)]-0.04 (2)

-0.75 -0.75 -0.75]-0.06 (2)}-0.06 (2)]-006 (2
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Tables II and III clearly show that the near-neighbor Hy-Te and Cd-Te distances are
not equal to the average distance calculated from the lattice parameter. This effect has
been found in other pseudobinary zincblende systems amenable to EXAFS studies [4, 6,
7]. Based on this other work, the average distance of the Hg-Te bond is expected to either
remain constant or increase slightly with x since the lattice parameter in the Hg;_,Cd, Te
system increases with x. The first neighbor Hg-Te distance corresponds to a displacement
which is less than the near neighbor bond distance in pure HgTe by 0.0015 A. While
this may seem counterintuitive based on the trends seen in these EXAFS studies, a less
than normal Hg-Te bond distance has been predicted by Sher et. al. [28] and Hass and
Vanderbilt [29] and is thought to relate to chemical forces that result in charge-transfer
effects between Cd?* and Hg?* ions. Based on EXAFS results, Mayanovic et. al. [7],
suggest that the Hg-Te bond distance is not different from the Hg-Te distance in HgTe and
that charge transfer does not occur since no shift is noted in the Hg Lyyr edge. Our strain
results are in disagreement with the extension of previous EXAFS results to this system
and support a displacement distribution assuming charge transfer. This may be due to the
differences in the manner that EXAFS and diffuse scattering average the strain. EXAFS
measures the average radial distance where diffuse scattering, being an interference effect,
measures the vectorial deviation from the average lattice. (Also, the uncertainty in our
measurements is 10% of the uncertainty in Mayanovic et. al.’s study [7].)

Using short range order parameters for the 1/2[110],[100] and {220] interatomic vectors,
the local order on the Hg-Cd sublattice was simulated using a three dimensional 131072
atom modeling program [27]. A comparison of the number of configurations in the com-
puter model along with the expected number for a random system shows that there is a
large number of 3:1 Hg-Cd quadruplets in the actual alloy as compared to a random array
in support of the Raman scattering study of Compaan et. al [15]. Further simulations
were performed using different values. of the 1/2[110], [100] and [220] short range order
parameters within the uncertainties given in Table I. In all cases, the number of 3:1 Hg-Cd
quadruplets was higher than that for a random alloy. Further inspection of the model
revealed that the 3:1 Hg-Cd ratio appears to result from ordered (100) planes similar to
CugAu type local ordering [25].

Figure 2 shows the difference intensity between the measurements at 6525 eV and 6405
eV on the (hk0) plane in electron units. This difference intensity is due only to Mn-Mn,
Mn-Cd and Mn-Te interactions. We found that the quality of the difference data was
substantially less than the quality for the Hgg g0Cdo 2Te experiment and no conclusions
could be drawn from the data. In fact, whereas the bulk of the Hgg g0Cdo20Te data had a
standard deviation which was 7% to 10% of the difference intensity, 94% of the difference
data for Cdg r3sMng.275Te has a variance which is at least 25% of the difference intensity.
As noted by Quintana {20], different components of the diffuse intensity can result in
either a positive or negative contribution depending on which absorption edge is chosen
for the experiment. For example, contributions due to short range order and second order
displacements on the multicomponent sublattice (e.g. thermal diffuse scattering) will tend
to counteract each other in the difference pattern when the experiment is performed near
the atom with the smaller scattering factor. Since the Mn scattering factor is less than Cd,
this was the situation in this case. An experiment performed near the Cd K (26719 eV)
or Cd Ly (3538 eV) edges may have given more statistically meaningful data. However,
at high energies, instrumental considerations reduce the available experimental resolution.
At low energies, the radius of the Ewald sphere limits the number of measurable points.
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Figure 2: Plot of the difference x-ray diffuse scattering on the (hk0) reciprocal lattice plane
from a Cdyg.725Mny 275 Te single crystal. The difference is taken between measurements at
6405 eV and 6525 eV. Contours are every 50 e.u.
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Formation of Periodic Layered Structures in
Ternary Diffusion Couples

C.R.Kaoand Y. A. Chang
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Abstract

Periodic layered structures were found to form in numerous ternary diffusion couples of the type
Bs-C/A involving a displacement type of reaction. In all of these couples, A is the dominant
diffusing species in comparison to B within the diffusion zone, whereas, C is essentially
immobile. A thermodynamic argument was presented to rationalize the formation of the periodic
layered structure. The mobilities of B and A in the reaction layers are the most important
parameters in determining the relative stability of the simple layered structure versus the periodic
layered structure. The periodic layered structure is favored if the mobility of B is substantially
lower than that of A. On the other hand, if the mobility of A and B are comparable, the simple
layered structure is favored.
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I. Introduction

During the last decade, a new class of morphologies exhibiting a periodic layered structure
has been observed in some temary diffusion couples involving a displacement type of reaction
such as in Fe3Si/Zn [1], Co2Si/Zn [1,2], SiC/Ni [1,2], CoNi/Mg [3], SiC/Pt [4], and GaAs/Co
{5]. In these ternary diffusion couples, two reaction product phases, B§C and ABg', form
between the two end phases, B§C and A, with the resulting morphology consisting of
alternating layers, B§C/AB§/B§C/ABg' ..., perpendicular to the diffusion direction. The
subscripts 8, &', and 8" are stoichiometric coefficients. The typical thickness of each alternating
layer is 1-10 pm. The growth of the total reaction layers follows the parabolic relationship 1,2},
indicating diffusion-controlled kinetics. The number of periodic layers increases as reaction
proceeds and, in some cases, the number of layers also follows the parabolic relationship [1,2].

The objectives of the present study are to present thermodynamic arguments to rationalize the
formation of the periodic layered structure and to report the resuits of a kinetic analysis on the
relative stability of the simple layered structure versus the periodic layered structure in such
temary diffusion couples.

IL Thermodynamic Analysis

Fig. 1 shows the phase diagram of a hypothetical ternary system A-B-C at temperature T and
pressure P. The A-B binary has an intermediate compound, AB, the B-C binary has two
intermediate compounds, B2C and BC», and the A-C binary does not have any intermediate
compound. The temary diffusion couple under consideration is BoC/A, as indicated by a dashed
line in Fig. 1. The temary phase relationships for the couples Fe3Si/Zn, Co2Si/Zn, SiC/Ni, and
SiC/Pt at the temperatures where experiments were performed are similar to those shown in Fig.
1. The common features of all systems studied are the components corresponding to A have high

Fig. 2 - Sequence of the
morphological evolution
for the diffusion couple
C B,C/A shown in Fig. 1. (a)
5. A The diffusion couple
®) Al % B,C/A at time = 0. (b) and
BC (c) Two possible
arrangements for formation
© B, Anlnq A of the initial double layers.

(a) B,C

B,C The arrangement in (b) is
the favored one for the
~ o case when C is essentiaily
~ (d) B2GJBC1AB AB| A immobile. (d) Formation of
B A the second double layers
Fig. 1 - A hypothetical temary BC,/AB at some time
phase diagram, The diffusion /- 1ater. () Eventual
couple under consideration, (B BQJAB| A formation of periodic
B2C/A, is connected by a dashed layered structure in the
line. 7 diffusion couple BoC/A
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mobilities in the diffusion zone and the components corresponding to C are essentially immobile.

When a diffusion couple BoC/A is annealed at a sufficiently high temperature, reactions will
occur at the interface resulting in the formation of AB and BC). Two layered structures are
possible as shown in Fig. 2(b) and 2(c). They are BoC/BC2/AB/A and BoC/AB/BC2/A. Under
the assumptions that A has a high mobility and C is essentially immobile, the structure shown in
Fig. 2 (b), BoC/BCo/AB/A is the preferred one. Fig. 2 (¢) shows the periodic layered structure

observed in such ternary diffusion couples.

Since the driving force for diffusion is the cherical potential gradient or activity gradient of a
particular component, it is necessary to know the activities of this component in the various
heterogeneous mixtures. The stability diagrams in terms of the activity of A, a,, and as a
function of nc/(ng+nc), where ng and nc denote the numbers of moles of B and C,
respectively, are shown in Figs. 3 and 4. These diagrams can be calculated from a knowledge of
the Gibbs energies of formation of the compounds AB, BCy, and B1C. Fig. 3 is a simplified
version of Fig. 4, where some ranges of homogeneity are allowed for all the intermediate phases
and end phases. The activity of A is important in the present case since A is the dominant
diffusing species in the diffusion zone.

As shown in Figs. 3 and 4, at values of as higher than a critical value, a5 *, B2C is
thermodynamically unstable. The value of a* corresponds to the activity of A in the three-phase
mixture of AB+B2C+BCj. The value of ay* can be determined from the Gibbs energies of
formation of AB, B2C, and BC by using the following three equations.

Ryt

1
A AsBCo
A
AB+BC2 A+BC
BCy| mC
* ) | AB+B,C+BCy——H g AB
B+B,C -‘;"‘
< | AB+ BCy+C § 2
5 2 ez
2 |ABsBsB,H AB+B2C
.§ B2C+BC2
< B+B,C B+8,C
“B B,C BCy c
Og B2C BCy C nc/(ng + NC)——pm
nc/( ng+ng) —& Fig. 4 - Stability diagram for the ternary
Fig. 3 - Stability diagram for the temary phase diagram in Fig.1. Contrary to Fig.
phase diagram in Fig.1., 3, some ranges of homogeneity are
allowcd for all the intermediate phases
and end phases.
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3A + 2B2C = BC2 + 3AB, (¢))
AGP =3AG%5B + AG%B(; - 2 AG%R,C, @
a,* = exp( AGO/3RT). 3)

where AGAB , AGPB(, , AGOB,C . and AGP are Gibbs energies of formation for AB, BCy,
and B7C and the Gibbs energy of reaction for Eq. (1), respectively; R is the gas constant.

It is evident from Figs. 3 and 4 that the BoC+BC5 two-phase mixture is thermodynamically
stable only in the region of 0 <as< ap*. For values of ap 2 az*, the AB phase will form at the
B7C/BC; interface provided nucleation is not a problem.

Let us now return to the diffusion couple BoC/A. As shown schematically in Fig. 2 (b), the
BC2-AB double layer grows by diffusion of A through the AB layer to the BCp/AB interface to
react with B diffusing from the B5C/BC5 interface. The reaction at BCo/AB interface is

A + B = AB. @
The reaction at the B9C/BC; interface is
2B2C = BCy + 3B. (%)

The overall reaction is equal to { 3 x Eq. (4) + Eq. (5) } which is the same as Eq. (1). The
growth front for the AB phase is at the BCo/AB interface and the growth front for BCy phase is
at the Bo(/BC) interface.

As the reaction proceeds, due to the rapid diffusion of A over that of B within the diffusion
zone the activity of A at the BoC/BC; interface increases with time. When the activity of A
becomes greater than a,*, the BoC/BC) interface becomes thermodynamically unstable (see
Figs. 3 or 4). At a critical value of a, > a,*, the phase AB will nucleate and grow at the
B2C/BC; interface. This in tum leads to a depletion of B at the surface of B2C. This depletion of
B will cause the nucleation and growth of BC; between this newly formed AB layer and the BC
layer. At this stage, there are two BC2/AB double layers between B7C and A as shown in Fig,
2(d). After the formation of the second double layer, the BC; phasc in the first double layer will
stop growing since no supply of C can reach the first double layer. The second double layer
grows until the activity of A at the ByC/BC interface again becomes greater than a, *. The
process of forming another double layer of BCo/AB repeats itself, resulting in the formation of
periodic layered structure in the diffusion zone of B2C/A as shown in Fig. 2(c).

As shown in Fig. 2(¢), when A diffuses from the end phase A to the other end phase B>C,

uphill diffusion of A in terms of concentration gradient occurs. However, the driving force for
diffusion of A is its chemical potential  or its activity ) which decreases in the diffusion couple
B)C/A from the end phase A to the end phase B;C.
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The above thermodynamic arguments are not limited to the specific type of phase diagram
shown in Fig. 1. Let us take another example when there is one intermediate phase of equal
atomic composition in all three binaries as shown in Fig. 5. Moreover, the three intermediate
phases co-exist with one another. The corresponding stability diagram in terms of a4 and as a
function of nc/(ng+n() is given in Fig. 6. Only the simplified stability diagram is shown here.
In this stability diagram, the relative positions of the activity of A for the invariant equilibria
AB+B+BC and BC+C+AC depend on the Gibbs energies of formation of AB, BC, and AC but
the values of a, for both invariants have to be less than that of invariant AB+BC+AC. The phasc
diagram of GaAs/Co is similar to the one given in Fig. 5 although the actual phase equilibria are
much more complicated in their details. The ternary diffusion couple under consideration is BC/A
as indicated by a dashed line in Fig. 5. As before, A is assumed to have high mobility in the
diffusion zone and C is immobile. The value of ap* in Fig. 6 is determined by Egs. (6)-(8)

2A + BC = AB + AC, ©)
AG® = AG®Ac + AG®AR - AGPR(, )
az* = exp(AGO/2RT). 8

The sequence of the morphological evolution for the diffusion couple BC/A is summarized in
Fig. 7. The AC layer grows by the reaction of BC with A which diffuses from the AB/A
interface to the BC/AC interface. The reaction at the BC/AC interface is

C AC+AB
a:q AB+BC+AC
* AB+BC
BC AC <
“g —AB+B+BC—— BC+AC
=
~ 5
~ <
B+BC
[ BC+C+AC—
B AB A
C+BC
Fig. 5 - Another hypothetical ternary
phase diagram A-B-C with three 0
intermediate phases AB, BC, and B BC C
AC. The diffusion couple under n/ (ng + no) —=
consideration, BC/A, is connected by
a dashed line. Fig. 6 - Stability diagram for the

temary phase diagram in Fig. 4,
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A + BC=AC +B. ()]

The AB layer grows by the reaction of A from the AB/A interface at the AC/AB interface with B
released from Eq. (9). The reaction at the AC/AB interface is

A + B = AB. (10)

The overall reaction is Eq. (6) which is just the sum of Egs. (9) and (10). The AC layer always
forms next to the BC layer because of the immobility of C.

The only potentially unstable interface against diffusion of A is BC/AC when ap becomes
greater than a,®. This instability against A diffusion may result in the formation of a periodic
layered structure, similar to the case shown in Fig. 7 (d).

III. Discussion

A detailed kinetic analysis [6] on the formation of the periodic layered structure shows that
the mobilities of B and A in the reaction layers are the most important parameters in determining
the relative stability of the simple layered structure versus the periodic layered structure. The
periodic layered structure is favored if the mobility of A is much higher than that of B. On the
other hand, the simple layered structure is favored if the mobilities of A and B are on the same
order of magnitude. This conclusion can also be reached with the following simple arguments
without going into the detailed kinetic analysis.

Let’s use the diffusion couple B,C/A with the phase relationships shown in Fig. 1 as an
example. The reactions in the couple can proceed with the simple layered structure or the periodic
layered structure as illustrated in Fig. 8. In order for the reactions to proceed with the simple
layered structure, both A and B have to diffuse a distance of typically a few hundred microns as
illustrated in Fig. 8 (a). On the other hand, B only has to diffuse a distance of typically a few

(a)
BC A
Fig. 7 - Sequence of the
f1)] — morphological evolution for
BC AC JAB A the diffusion couple BC/A
PA_‘A shown in Fig. 4. (a) The
diffusion couple at time = 0.
© Mecphologioa evolarion for
ogical evolution
BC AC| AB| AC] AB A the formation of the periodic
layered structure in the
@ iy couple BC/A.
BC | AC]AB AC] AB] A
>
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microns in order for the reactions to proceed with the periodic layered structure as illustrated in
Fig. 8 (b). However, the periodic layered structure has the disadvantage of creating large amount
of BCy/AB interface. Therefore, if the mobility of B in the BC; phase is much smaller than that
of A in the AB phase, the periodic layered structure is favored because this structure avoids the
long-range diffusion of the slow-moving component. If the mobility of B in the BC, phase is
comparable to that of A in the AB phase, the simple layered structure is favored because the
diffusion distance of A is cut by one-half and the system does not pay the penalty of creating
large amount of the AB/BC, interface.

If it is assumed for the purpose of discussion that B is the dominant diffusion species in the
ternary diffusion couple B2C/A, no periodic layered structure will form. This can be verified by
constructing the stability diagram using the activity of B as a parameter and checking the
stabilities of all the interfaces against the diffusion of B.

It is worth noting that perturbation at the BC»/AB interface may lead to interfacial instability.
This instability will result in the formation of an aggregate type of structure. However, in the
present study we have assumed that planar interface is maintained at the BCo/AB interface and

considered only the relative stability of a simple layered structure versus that of a periodic layered
structure.

IV. Conclusion

A thermodynamic argument was presented to rationalize the formation of periodic layered
structure in some temary diffusion couples of ByC/A with the phase relationships shown in Fig,
1. This type of structure may also occur in other ternary diffusion couples of BC/A with the

(@)

> - N
e

102-103 pm 102-103 um

®)

lole 2103
1-10um 102-103 um

Fig. 8 - Two possible morphologies for a diffusion couple BoC/A with the phase relationship
shown in Fig. 1. (a) The simple layered structure. (b) The periodic layered structure.
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phase relationships shown in Fig. 5.

The mobilitics of B and A in the reaction layers are the most important parameters in
determining the relative stability of the simple layered structure versus the periodic layered
structure, The periodic layered structure is favored if the mobility of B is substantially lower than
that of A. On the other hand, if the mobility of A and B are comparable, the simple layered
structure is favored.
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Formation and Growth of Intermetallic Phases in
Binary Diffusion Couples

C.-P.Chenand Y. A. Chang

University of Wisconsin-Madison
Madison, Wisconsin 53706 USA

Abstract

The growth rates of intermediate phases in a binary diffusion couple A/B were modeled
numerically in terms of diffusion theory for several binary systems. The results showed that the
growth rates of phases depend primarily on their interdiffusion coefficients (taken to be constant
for all the phases) unless the range of homogeneity of a particular phase is extremely small.
Numerical modeling was used to account for phenomena observed in TVAI and thin-film Co/Si
couples. In the first case, TiAl3 was the only phase observed by EPMA when a couple Ti/Al
was annealed at 625 OC, but three other phases exist at this temperature in the Ti-Al phase
diagram. This phenomenon is due to the fact that the interdiffusion coefficient of TiAlj is at
least four orders of magnitude larger than those of the other phases. In the second case, in a
thin-film Co/Si couple annealed at 545 OC, it was found experimentally that the initial growth
rate of CoSi was the highest, followed by that of CoSi. CoSiy was not observed until
sometime later, when the Co7Si formed initially was consumed. These phenomena were also
accounted for quantitatively, and were shown to be due not only to the interdiffusion
coefficients of these phases, but also to the additional constraint of a limited initial supply of Co.

In addition to modeling the growth of phases with essentially composition-independent
interdiffusion coefficients, we have also evaluated the growth rate of NiAl in a Ni/Al couple. For
NiAl, a plot of logls vs. composition exhibits a V-shaped curve. The calculated composition
profile within the NiAl single phase region of the Ni/Al diffusion zone is a sigmoidal curve. In
fact, the existence of the sigmoidal concentration profile might have misled previous
investigators to conclude incorrectly that new phases, not found on the phase diagram, appeared
in the couples of NVVAL
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L Introduction

The formation and growth of intermediate phases in a binary diffusion couple (denoted
A/B) depend on the nucleation and growth of the phases. If nucleation of the phases does not
pose any difficulty, all the phases which appear in the phase diagram should form and grow in a
bulk A/B diffusion couple. Moreover, if we consider diffusion to be the only growth
mechanism, the growth of these phases should follow a parabolic relationship with respect to
time. Since the growth rate of a phase in an A/B couple depends on the interdiffusion coefficient
and the range of homogeneity of the phase, as well as those of its neighboring phases, under
certain conditions the rate of growth of a particular phase may be extremely small. In fact, the
existence of such a phase may not be detected experimentally using techniques such as electron
probe microanalysis (EPMA). The apparent absence of the phase is then due to its extremely
slow growth, not its lack of nucleation.

As was shown by van Loo et al. [1], the only phase identifiable by electron probe
microanalysis (EPMA) in an AVTi bulk diffusion couple annealed at 625 ©C was TiAlj. Yet
according to the phase diagram, three other phases, i.e. TiAlp, TiAl and TizAl, should have
formed in the couple [2). On the other hand, when a TiAly/Ti couple was annealed at 800 °C,
the three intermediate phases TiAly, TiAl and Ti3Al did form. However, when a layer of pure
Al was joined on the outside of the remaining TiAlj layer of the above couple and then annealed
at 625 OC for a few hours, the intermediate phases TiAly, TiAl and TizAl vanished completely.
The resulting configuration of this couple became AVTiAl3/Ti.

The growth of intermediate phases in a thin-film diffusion couple is more complex, since
the material supply in one of the end phases is limited. As was shown recently by Jan et al. [3],
the three intermediate phases in Co-Si, i.e. CoySi, CoSi and CoSiy, formed sequentially in a
thin-film Co/Si diffusion couple.

Tarento and Blaise {4] have claimed the formation of new phases in Ni/Al couples,
which do not exist in the Ni-Al phase diagram. However, according to the concentration
profiles of several bulk diffusion couples of Ni/Al reported by Shankar and Seigle {5}, abrupt
concentration changes occur over a small distance within the NiAl single phase region of the
diffusion zone. It is likely that the sharp concentration changes within the single-phase region in
their couples might have misled Tarento and Blaise [4] to claim the formation of new phases.

The objectives of the present study are (i) to evalvate numerically the growth rates of
intermediate phases in model binary bulk diffusion couples using the theory of diffusion in terms
of the interdiffusion coefficients of these phases and (ii) to account quantitatively for some of
the apparent anomalies reported in the literature of phase growth and formation in both bulk snd
thin-film diffusion couples.
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IL Diffusion theory for the growth of intermediate phases
in a binary diffusion couple

Figures 1 a,b show the concentration profiles, i.c. C-x curves, for the growth of an n-
phase binary diffusion couple at constant temperature T and pressure P. The growth of the
intermediate phases in such a couple is govemed by three fundamental equations. They are
Fick's first law, which relates the flux to the interdiffusion coefficient and concentration

Boundary condition: Bulk vs. Thin-film
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clitl |-
h i
1 - % el D
¢ -1
[
col C 12
_‘4L_§ ég
-0 o é.?- é‘ll é.ﬂ‘ E"u > ™
(Thin~film)
% 2
cuﬂ /éu-l ¢
i citli
1 -1 L —]
¢ et .
cl2
~ac_
=D 3x=0

g.l gu {1_\ eﬁﬁ e-la —_y o

Fig. 1 (a) The concentration profiles of a multiphase binary diffasion couple at constant temperature and
pressure for the bulk case. The boundary conditions are CO+1 = constant at x = -c2, and (™0 = constant st x = o,
(b) The concentration profiles of a multiphase binary diffusion couple at constant temperature and pressure for
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constant at X = +eo,

gradient, the equation of continuity, and the interface mass balance equation. These equations
(referring to the symbols in Fig. 1) are
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where J. is the interdiffusion flux, D is the interdiffusion coefficient, Ci s the concentration of
the ith phase, x is a distance coordinate, and &i-1.1 is the position of the interface between the
(i-1)th and ith phases. The superscript i,i-1 indicates that the quantities C and T refer to the ith
phase at the i/(i-1) interface while i-1,i refers to the (i-1)th phase at the i/(i-1) interface.

These equations are applicable to both bulk and thin-film couples, but the solutions to
these equations are different in each case due to the different boundary conditions. While the
supplies of the two end phases in the bulk case are unlimited, that for one of the end phases is
finite for the thin-film case. The solutions for each of these cases are given below.

A TheBulk (Semi-Infinite) C.

The boundary conditions for the bulk case are C0:1 = constant at x = -co, and CR.0 =
constant at x = + o, as shown in Fig. {a. For these boundary conditions and assuming constant
interdiffusion coefficients, the position of the interface between the (i-1)th and ith phases, i.c.
gi-Lijs [6-8)
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Values of Al and Bi can be obtained by substituting Eq. (6] into Eqs. (1] and [2].
The growth of the ith phase, ! can be obtained from Ei+! and Ei-1.i as given below:
oi=g WHl_g i-li iy m

. AR L p w Ditl DK)#-t _ (D) i~
w! ="{[(D K)Ci.m - (leff), ]’[( )Ci-l.i - (Culﬂ ]] Al

When the interdiffusion coefficients and the phase boundaries of all the phases at constant T and
P are known in a bulk couple, Eq. [7] may be used to calculate the growth of the ith phase as a
function of time.

As shown in Fig. 1B, due to the limited supply of the end phase (designated as phase 1),
one of the boundary conditions of the bulk case, i.e. C = constant at x = -oo is no longer valid.
The appropriate boundary condition for this case is zero flux at x = ~oo,

wi ) aCl'
[J ]x—§ o D[T;c—]‘”,"':o ()

The other boundary condition, i.e. 10 - constant at x = +oo, is still valid. Since a simple
analytical solution to the diffusion equation does not exist for these boundary conditions, it is
customary to solve the diffusion equations numerically. Hickl and Heckel [8] have successfully
solved this problem numerically using the explicit finite difference form, in connection with their
study on the kinetics of phase layer growth during aluminide coating of nickel. However, this
approach is inefficient and takes an excessively long computing time to obtain the solutions,
particularly when the number of intermediate phases increases beyond one. In the present study,
the diffusion equations have been transformed into a finite difference form along the distance
coordinate x for 20 nodal points in each phase. The partial differential equations now become a
set of ordinary differential equations.

Since the interface position &I moves during the growth (or dissolution) of the
phases, this is a moving boundary problem. The movement of these boundaries must be taken
into account when solving such problems. Rearranging the equation of continuity Eq. [2],
yields
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If uniform grid sizes are taken for each phase, then

dx j-1 )dgi—l.i (1_1 )dgi.l'+l

£ =(1-

dt ( n-1 dt * n-1 dt ay

where j is the jth grid and n is the total number of nodal points in the ith phase. Combining
Egns. {10] and [11] yields the finite difference form of the equation of continuity:

2 C‘j =(0']_1 —C‘}+‘ ) (l_j_l)dgi—l.i . (j__‘)dgi,ii-l
FY; 2A% n-1) dt n~1) dt

.i(d-20+0,)
+ D ~
(A x)
where Axi is the grid size of the ith phase. The finite difference form of the interface mass
balance equation, i.e. Eg. [3), then becomes

112]

4t i+t =bi+1 (—CS” +4C§“—3Ci+l)
ds 2841

(cr-q,)

- (Cfu—z“cﬁ;1+3cﬁ)
2Ax
By solving the proceeding equations simultaneously, the composition profile C! in each phase
and the interface position, £ii+1 may be obtained for different periods of time.

In order 10 use this model to solve the thin-film diffusion couple problem, an initial
thickness must be assigned to each phase. In the present study, the semi-infinite boundary
conditions are used in the initial stage of calculations. In other words, the thin-film couple is
treated as a bulk couple before B atoms of the substrate completely penetrate the film and the
end phase A is consumed. Accordingly, the initial thickness of each phase when performing the
thin-film couple calculation is based on the thickness predicted for the bulk case.

(13}
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For a system with concentration-dependent diffusivity, the boundary conditions are the
same as in.case B.1. The numerical technique for solving this kind of problem is also the same as
that used in case B.1, except equations [9) through [13] need to be modified. Equation {9]

becomes
i ~ in2pi a-iai
aC oJ ~lg°C D C
—_—] = - = 14
[a:]x ar D23 T Tax ox (4
in which

~i . ~1 SN2
9D 3aC _abD [ac')

If uniform grid sizes are also taken for each phase, then the finite difference form of the equation
of continuity can be generated by combining equations {11] and [15):

9x ax oC
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The finite different form of the interface mass balance equation then becomes

. _\ dE it it (_Csﬂ +4CiH - 3C{+l)
(ci1-6, )=5— =D (ci 24 xi+1

(Cn-z 4C,,..1+3C ) 07
2%

By using the same numerical technique as that in case B.1, the composition profile Ci in each
phase and the interface position, ELi+1, may be obtained for different periods of time.
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IIL Numerical evaluation of the growth of phases in model binary diffusion couples

Using the equations given in the previous section, we demonstrate numerically that the
growth rates of intermediate phases in an A/B diffusion couple depend primarily on their
interdiffusion coefficients (assumed to be constant for all the phases), unless the range of
homogeneity of a particular phase becomes extremely small. For the purpose of illustration, we
shall assume the binary system A-B has three intermediate phases, i.e. A3B, AB and AB3, with
ranges of homogeneity of 2 at%. Values of the interdiffusion coefficients for the intermediate
phases are taken to vary as much as four orders of magnitude, and the diffusional fluxes for the
two end phases A and B are assumed to be negligible.

Fig. 2 shows the growth of the three intermediate phases, A3B, AB and ABj3, as a
function of the square root of time, with their three interdiffusion coefficients being 100, 10 and
1 um¥hr. As shown in the figure, the growth rate of A3B is the highest and that of AB1 is the
smallest. The values of the interdiffusion coefficients clearly dominate the growth rates of these
phases. Similar results are presented in Fig 3. In this case, the interdiffusion coefficients of
A3B, AB and AB3j are taken to be 200, 5 and 50 pm?/hr, respectively. Since the interdiffusion
coefficient of AB3 is greater than that of AB in the second case, the growth rate of ABj3 is
greater; as shown in Fig. 3, in contrast to the case shown in Fig. 2. These results also
demonstrate that if the interdiffusion coefficient of AB3 in the first case or that of AB in the
second case is smaller than that of A3B by two orders of magnitude, the amount of AB3 or AB
in the diffusion couple would be so small that it may not be determined by EPMA. Fig. 4 shows
the results for a couple A/B when the interdiffusion coefficient of A3B, AB and AB3 are 100,
0.1 and 0.05 um?/hr, respectively. As shown in this figure, using the same scale as that in Fig. 2,
we could conclude that AB and AB3 do not form in this diffusion couple. In actuality, the
amounts of these two phases formed are so small that their thicknesses are essentially zero, as
shown in Fig. 4.

In all three cases discussed so far, growth of the phases in these couples follows the
parabolic relationship. In other words, these phases grow linearly with the square root of time.
However, this would not be the case for the growth of phases in a thin-film diffusion couple. Let
us now examine the results of a thin-film A (Sum) / B diffusion couple with the interdiffusion
coefficients of A3B, AB and AB3 again being 100, 10 and 1 pm?/hr, respectively. The ranges of
homogeneity are again taken to be 2 at%. As shown in Fig. 5, the thicknesses of the phases
A3B, AB and ABj increase linearly with the square root of time initially, similar to the results
shown in Fig. 2, until the end phase A is completely consumed. Subsequently, the thickness of
A3B decreases with the square root of time while those of AB and ABj increase with the
square root of time but with increases in their slopes. This may seem strange at first. However,
when we analyze the situation, this is exactly the result we should expect.
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Fig. 2 Growth of phases in an A/B bulk diffusion
couple. The interdiffusion coefficienis of A3B, AB and
AB3 are 100, 10, and 1 umZ/hr, respectively; all of
these phases have a homogeneity range of 2 at%. The
solubilities of A in B and of B in A are negligible.
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Fig. 4 Growth of phases in an A/B bulk diffasion
couple. The interdiffusion cocfficients of A3B, AB and
AB3 are 100, 0.1, and 0.05 pmZfhr, respectively; all of
these phases have a homogeneity range of 2 at%. The
solubilities of A in B and of B in A are negligible.
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Fig. 3 Growth of phases in an A/B bulk diffusion
couple. The interdiffusion coefficients of A3B, AB and
AB3 are 200, 5, and 50 pmZ/hr, respectively; all of

these phases have a homogeneity range of 2 a1%. The
solubilities of A in B and of B in A are negligible.

1'% (e
Fig. 5 Growth of phases in a thin-..'m A(Sum)/B
diffusion couple. The interdiffusion coefficients of
A3B, AB and AB3 are 100, 10, and 1 um2fhr,
respectively; all of these p.ases have a homogeneity
range of 2 at%. The solubilities of A in B and of B in
A are negligible.
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Initially, we have an A/B diffusion couple with the growth of A3B, AB and ABj3
following those shown in Fig. 2. However, when A is completely consumed, we then have an
A3B/B diffusion couple. Even though the interdiffusion coefficient of A3B is the highest, its
thickness must decrease with time, since the end member A has been consumed; there is no
longer any supply of A. The thicknesses of AB and ABj increase accordingly. In the present
case, the interdiffusion coefficient of AB3 is only two orders of magnitude smaller than that of
A3B. If it were more than two orders of magnitude smaller, we might not even observe the
formation of AB3 until A3B was completely consumed.

Let us next exmaine the results when a thin-film A3B (Sum) / B diffusion couple is
annealed it a sufficiently high temperature. For this example, the interdiffusion coefficients of
A3B, AB and ABj are taken to be 4000, 10 and 1 pm?/hr, respectively, and the ranges of
homogeneity for these phases are 2 at%. As shown in Fig. 6, the thickness of A3B decreases
with time, while those of AB and AB3 _icrease with time, with the growth rate of AB being
considerably higher than that of AB3. After 10 hours of annealing (i.e. t12 =3.16 hr !22), a layer
of A is joined to the outside surface of A3B. The couple, now with the configuration

Thickness (jm)

t1/2 (hr1/3 )

Fig.6 Growth of the phases AB and ABj in a thin-
film A3B (5 pm) / B diffusion couple for about 10
hours and the subsequent growth of phases in this
couple when a layer of A is joined o the cutside of
the remaining A3B lyer. The interdiffusion
coefficients of A3B, AB and AB3 are 4000, 10 and 1
;unzlhr. respectively; all of these phases have a
homogeneity range of 2 at% .The solubility of A in B
and that of B in A are negligible.
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A/A3B/AB/AB3/B is again annealed at the same temperature. The thicknesses of AB and AB3
drop to nearly nothing, while that of A3B increases suddenly to a very high value. The resulting
configuration in essence becomes A/A3B/B, since the thicknesses of AB and AB1 are so small
that they are not detectable. As long as there is supply of A in the end member, A3B grows
rapidly, due to its high interdiffusion coefficient. However, when the supply of A in the end
member is not available, growth of AB and AB3 takes place in the diffusion couple.

The five examples demonstrate the importance of the interdiffusion coefficient on the
growth rates of phases in a binary diffusion couple. The results clearly show that we may not be
able to detect the existence of a particular phase by techniques such as EPMA when the
interdiffusion coefficient is extremely small, even if nucleation of this phase does not pose any
difficulty. In the following, we will use the equations given in section II to account quantatively
for the actual behavior of several diffusion couples reported in the literature.

IV. Application of numerical modeling to actual cases and discussion
A. Ti-Al

Van Loo et al. [1] carried out diffusion couple experiments of Ti/Al at 625 9C. Even
though four intermetallic phases, i.e. Ti3Al, TiAl, TiAl) and TiAlj3, exist in the Ti-Al system at
this temperature {2], the only phase detected by EPMA was TiAl3. They also obtained the
interdiffusion coefficient for TiAl3 from their experiments. Moreover, when they anncaled
TUTiAl3 couples at 800 OC, they found the formation of TizAl, TiAl and TiAly, clearly
indicating nucleation of these phases was not the problem. Furthermore, when they joined a
layer of Al onto the TiAl3 layer of the TiAl3/TiAly/TiAUTi3AlTi couple annealed at 800 °C
and subsequently annealed it at 625 OC, the phases Ti3Al, TiAl and TiAlj disappeared rapidly,
resulting in the configuation AVTiAl3/Ti. However, van Loo et al. did not attempt to evaluate
the interdiffusion coefficients of Ti3Al, TiAl and TiAl; from their experiments.

The behavior of phase growth in the AITi, TiAly/Ti and AVTiAl3/TiAly/TiAVTi3AVTi
couples is similar to that of the model example given in Fig. 6. In fact, using the interdiffusion
coefficient of TiAl3 obtained by van Loo et al. [1], those of Ti, TiAl and Ti3Al obtained by
Ouchi et al. [9], and that of TiAl) estimated by us, the calculated thicknesses of the phases in an
AUTi couple at 625 OC are shown in Fig. 7. The interdiffusion coefficients for TiAl3, TiAlp,
TiAl, TizAl and Ti at 625 OC used are 8597, 0.1634, 0.02284, 0.02545 and 0.038224 um?hr,
respectively. The interdiffusion coefficient of TiAly was estimated using the diffusion couple
data reported by van Loo et al. {1]. As shown in the figure, the only detectable phase is TiAlj;
its interdiffusion coefficient is at least five orders magnitude larger than those of the other
phases.

Figure 8 shows the growth of phases in a thin-fum TiAl3 (Sum) / Ti couple at 800 °C
for 10 hrs(i.e. 12 = 3.16 hr 2 ), The thickness of TiAl3 decreases with time, while hose of
TiAlp, TiAl and Ti3Al increase with time. At t = 10 hrs, a layer of Al is joined 1o the couple
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annealed at 800 °C for 10 hrs, and the diffusion couple of AVTIAlY/TiAl/TIAVTI3AVTI is
subsequently annealed at 625 °C. As shown in Fig. 8, the thickness of Ti3Al increases suddenly
to a very high value while the thickness of the other phases decrease precipitously to nearly
! zero. These calculated results are consistent with the results found experimentally by van Loo et

al. [1).
[l “ ; t=0
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t"z(hr”3 growth at 625 °C v 0 20 . of Al is joined 10 the
. TiAlj end of the TiAly ™\ coipic annealed at 800 °C
( Fig.7 Growth of phascs in a TUAI bulk diffusion for three hours. The interdisfusion coefficients af 625
{ couple at 625 OC. The interdiffusion coefficient of °C are given in the caption of Fig. 7. The values &t
: the TiAly, TiAlp, TiAl TijAl and Ti phases are 8002°c are 68,461, 35.5, 0.54, 0.5648 and 0.541
N 8,597, 0.16344, 0.02284, 0.02545 and 0.038224 Mmhr, respectively, for TiAl, TiAly, TiAl and
,, umzlhr, respectively. TigAl
§
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B. Co-Si

A number of investigators have studied the growth of phases in thin-film Co/Si diffusion
couples, as recently analyzed and summarized by Jan et al. {3]. It was found that in such a thin-
film couple, the phases formed and grew sequentially. Here we present the calculated growth
rates of the Co-Si intermediate phases in several thin-film couples. The calculated results can
| account guantitatively for the experimental data reported in the literature. As shown in Fig. 9, s
: the calculated thicknesses of Co2Si, CoSi and CoSi3 in a 450 nm Co/Si diffusion couple at 545
OC are in quantitative agreemént with the experimental data of van Gurp and Langereis [10).
The interdiffusion coefficients of Co,Si, CoSi and CoSiy were taken from Jan et al {3). The
growth rate of CoSi) is extremely small before Co is completely consumed, and becomes
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appreciable after Co is consumed. The small growth rate initially is due primarily to its small

interdiffusion coefficient.

Tu et al. [11] measured the growth (as well as dissolution) of phases in a thin-film
couple with the following configuration: 250 nm Co/235 nm CoS¥ bulk Si at 430 ©C. Fig. 10
shows the predicted thicknesses of Co, Co28i, CoSi, and CoSi as a function of the square root
of time. The thicknesses of Co and CoSi decrease initiaily, with a corresponding increase in the
thickness of Co2Si. The predicted values of Co, Co98i, and CoSi at t = 0.5 hr (t12 = 0.707
hr'?) are in good agreement with the experimental data of Tu et al. [11].

Co/Si Thin-Film Growth-545°C
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Fig. 9 Growth of phases in a 450 nm Co/Si couple at 545 °C: comparison between the
predicted values and experimental data of van Gurp and Langereis. [9]

Ca/Si Thin-Film Gr with-430°C

a
O. L ¥ M T T LI v ‘!'. v L] v
el 1>
-
~ Cogll 4
a
o
~ z | ;
i
~
3 s
€ al L] B
-
201 e o
£ o
= 21 (%.4.7s 1902) ]
® oo
-
. 1
138 ot J
< » Oey
= Cotawiales
- A . " ..U .
° 0.2 84 &6 68 18 V2 Va4 4. 4m 3.8

N TR e e L

Time'/2 (ne'/2y

Fig. 10 Growth (and dissolution) of phases in a 250 nm Co/ 235 nm CoSi/ Si couple at
430 °C: comparison between the predicted values and experimental data of Tu et al. [9]
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C. Ni-Al

In alt of the calculations so far, we have assumed the interdiffusion coefficients of phases
to be composition-independent. This clearly is not the case even for some of the Ti-Al
intermetallic phases. However, since the interdiffusion coefficients for these phases do not
change appreciably with composition, the assumption of constant diffusion coefficients does not
cause serious errors in the calculated concentration profile across a diffusion couple. However,
for the intermetallic compound NiAl with the B2 (CsCl) structure in the Ni-Al system, the
assumption of a constant diffusion coefficient will lead to serious errors in the calculated
concentration profile of NiAl within a Ni/Al diffusion couple. For the NiAl phase, the diffusion
coefficient in the vicinity of the stoichiometric composition is a minimum, and it increases by
several orders of magnitude as deviations from stoichiometry occur [5]. In the following, the
Ni-Al system is used to demonstrate the significant effect of concentration-dependent diffusivity
on the concentration profile.

Figure 11 shows the calculated concentration profile for a specimen with a fixed surface
concentration of NiAl at 1000 °C. The boundary condition of this calculation is based on the
experiment performed by Shankar and Seigle [5]. According to the Ni-Al phase diagram {12], at
1000 OC for Ni concentrations higher than ~ 43 at% Ni, the equilibrium phases are NiAl, Ni3Al
(0) and Ni. The interdiffusion coefficients used in the calculations are taken from Shankar and
Seigle [5]. As shown in this figure there is an abrupt change in the Ni concentration within the
single phase NiAl over a small distance within the diffusion zone. The calculated resuits are in
agreement with the experimental data of Shankar and Seigle [5]. The apparently anomalous
behavior of this concentration profile within the NiAl phase is due to the sharp change in its
interdiffusion coefficient with deviations from stoichiometry. In fact, it is most likely this
phenomenon that led Tarento and Blaise to conclude that new phases formed in their diffusion
couples.

A qualitative rationalization of the results shown in Fig. 11 is given in Fig. 12. In the top
portion of Fig. 12, log Dis plotted as a function of xg for an ordered phase AB. Let us now
perform a thought experiment. As shown in the top portion of Fig. 12, a diffusion couple with
11 diffusion members is annealed. As was determined in the numerical evalution of the growth
of phases given in section III, the phase with the highest interdiffusion coefficient grows the
fastest, while that with lowest coefficient grows the slowest. Under such conditions, it is evident
that the elements with high interdiffusion coefficients grow, while those with low coefficients
shrink. Eventually, we have under steady-state conditions a sigmodial concentration profile, as
shown in the lower portion of Fig. 12.

It is worth noting that this phenomenon has been discussed by dHeurle and Ghez [13].

182




R

_
w } NiAl Ni
D
Ni at% * /
ae xn

Depth profile ( um)

distance
1 Calculated . £l
Fig. 1 oc concen Fig. 12 Top: Plot of concentration-depen-
of a pack-aluminized nickel and NiAl sent diffusivity InD) ithi K
sample at 1000 °C. ty InD) vs. xp within a single

phase region, which is divided into 11
small elements. Bottom: The resulting
concentration profile at steady-state from
the diffusivity of top figure.

V. Conclusion

The growth rates of intermediate phases in a binary A/B diffusion couple werc
calculated with diffusion theory for several model systems. It was found that the growth rates of
these phases depend primarily on their interdiffusion coefficients (assumed to be composition-
independent for all the phases), unless the range of homogeneity of a particular phase is
extremely small. When the interdiffusion coefficient of a specific phase is orders of magnitude
smaller than that of the other phases, its growth rate is so small in comparison that its existence
may not be detected by analytical techniques such as electron probe microanalysis (EPMA). On
the other hand, when the interdiffusion coefficient of a specific phase is orders of magnitude
greater than those of the other phases, this phase may be the only one detected experimentdy by
EPMA. The growth rates of phases in the thin-film diffusion couples have the additional
constraint that the material supply for one of the end phases is limited.

The calculations for several model binary systems were applied successfully to two
actual cases TVAL and thin-film Co/Si. Using interdiffusion coefficients of TiAlj, TiAlp, TiAl
and TijAl in Ti-Al, the calculations showed that in a diffusion couple of Ti/Al annealed at 625
OC, the only phase found was TiAl3, in agreement with the experimental findings of van Loo et
al. [1]. The thicknesses of the other three intermediate phases were on the order of one micron.

This is due to the fact that the interdiffusion coefficient of TiAlj is at least five order magnitude
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larger than those of the other phases. When thin-film Co/Si couples were annealed, the phases
Co38i, CoSi and CoSiy formed sequentially [10]. Using the interdiffusion coefficients of Co2Si,
CoSi and CoSiz [3), the experimental data reported in the literature [10, 11] for the growth of
the intermediate phases were reproduced by calculation.

In addition to the phenomena observed in Ti/Al and thin-film Co/Si couples, the

concentration profile in single-phase NiAl within the diffusion zone of Ni/Al was also
reproduced in our calculations. The unusual concentration profile is that of an sigmoidal curve
of the Ni (or Al) concentrations in the diffusion zone. This existence of the sigmoidal curve is

due to the existence of a V-shaped curve of a logbws—composiﬁon plot for the NiAl phase, a
highly ordered intermetallic compound.
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Abstract

We consider the mathematics of phase growth according to diffusion equations, and ex-
amine the implications for actval physical systems. In fact, reaction kinetics are more likely
to be linear-parabolic than simply parabolic. In binary intermetallic compounds with unequal
concentrations of the two components the majority atoms tend to diffuse more rapidly than the
minority atoms. This has been formulated as the "ordered Cu,Au” rule. Corollaries of this
rule can be used to understand the order of phase formations, and have definite predictive
value. Exceptions to the rule and its derivatives point out specific characteristics of the sys-
tems. Although conceived in terms of vacancy diffusion on the lattice, the ordered Cu,Au rule
is valid for reactions occurring at low temperatures where grain boundary diffusion processes
should be dominating. This implies that in ordered compounds, probably even more so than
in pure metals, the mechanisms of grain boundary diffusion are closely related to those of
lattice diffusion.
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Introduction

The reaction of two adjacent phases, leading to the formation of one or several new phases,
is of such general importance that one would expect it to be the object of numerous studies.
In fact this is not the case. In oaly one book [1) is the question discussed in its generality.
Initially one finds in the literature two articles [2,3] that treat from a purely mathematical point
of view the diffusive growth of several phases simultaneously. In the last fifteen years there
appeared a number of publications [4-14] that shall be briefly analyzed here. One may also
consult a survey [14] of the reactions of Al with transition metals, and two articles [15,16])
where reactive phase formation is discussed in general terms but focused on Al-Ni. The for-
mation of amorphous phases has been the object of much attention [17-20]. Amorphous
phases [21] form (by reaction) when the difference in mobilitics between the components of
a binary phase is large, so that the high mobility of a component allows the phase to grow,
whereas the low mobility of the other prevents it from crystallizing; typical of such reactions
is the formation of amorphous SiO,, where the difference in mobilities between Si and O, is
astronomical. The subject is probably more complex: it will not be discussed here. Reference
shall be made, however, to a discussion {22] of the nucleation of such phases. Presumed
differences between thin film and "bulk” reaciions are trivial [13] and hardly deserve dis-
cussion. A beautiful study [23] of bulk reaction in the Ag-Zn system shall be mentioned, as
well as a study [24] by the same authors of a specific aspect of growth instability. Reaction
in ternary systems will not be discussed; readers may consuit the literature {9,25,26]. Stresses
[27-29] and nucleation[8,22] shall be discussed briefly.

The mathematics [2,3] for the simultancous growths of several layers is complicated. Here,
we consider only two layers growing between two elements totally insoluble into each other.
Moreover, it shall be assumed that only one, and the same, element is mobile in both of the
growing layers; such is the case [30,31] almost precisely during the growth of Ni,Si and NiSi
between Ni and Si at temperatures between 200°C and 400°C. The geometry is shown as in
Fig. 1. In the mathematics of diffusion, both phases should start to grow simultancously at time
zero. With A alone moving the reactions would be, for the formation of A,B, at the A,B/AB
interface:

AB+A=A,B m
with driving force AF;. For the formation of AB, again at the A,B/AB interface:
AB-A=AB (2a)

L L2

Figure 1 - Schematic representation of the
A A8 AB 8 growths of two phases A;B and AB be-
tween the elements A and B.
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and at the AB/B interface:
B+A=AB (2b)
The sum of 2a and 2b gives:
AB +B=2AB @

with driving force AF,. In the examples given the driving forces correspond to the motion
of single A atoms. Howeves, one should be careful; this need not be the case for all possible
reactions. The fluxes (j,'s) of A atoms in the two phases, written in texm of the Nernst-Einstein
equation, are:

ji =6 X D/KT X AF/L, 6)

where c; is the concentration of A atoms in the respective phases, D, their diffusion coeffi-
cients, and L, the lengths of the two phases. One should use the exact potential gradient for
the moving species inside the respective phases, from one interface to the other, but this is
often not available. One should also consider that the D’s in Eq. 3 are averaged over the whole
composition range for each phase, regardless of how narrow the composition limits might be.
§ For heuristic purposes, the driving forces as defined here can be used, although this is not
strictly correct [see 13). For the lengths, it is clear that the rate of growth of phase 1 should
be proportional to j, minus j, since for every A atom moving through 1 one forms one mol-
ecule of A,B, but for every A atom moving through 2 one destroys one molecule of A,B.
One may then write:

dL,/dt=o/L, - BL, @

dL/dt = 2B/, - oL, ®)

Except for some geometrical factors, o. and P are given by Eq. 3. Starting from zero, L,, L, i
and their sum L will grow as \[t . According to pure diffusion, phases cannot disappear since :
if any phase L, becomes sufficiently small the corresponding dL./dt becomes infinitely large.
If one were to prepare samples with arbitrary values of L, and L,, Eqs. 4 and 5 define the
behavior of the two respective lengths, since they define the respective values of the L.'s for
which the phases may grow or not. According to [7] onc may represent the situation as de-
scribed in Fig. 2, where the field defined by L, and L, is divided into three different areas,
M, N and O; these are separated by lines 1 and 2 corresponding respectively to the conditions
where dL,/dt and dL,/dt are equal to zero. Only in the middle region N would both phases
grow simultaneously. In either one of the extreme fields, M and O, one phase would decrease
in size (without ever disappearing) while the other would grow. Let us assume that one starts
with a sample consisting of A (semiinfinite), A)B, AB and B (semiinfinite), with the lengths
of the two intermediate phases givea by point P in domain O (Fig. 2). Phase 1 is sufficiently
thick that Eq. 4 is negative; consequently it will shrink, while phase 2 grows. The behavior
is described by the curved line with an arrow. As the trajectory crosses into domain N (at
Q), the curve becomes vertical since on line 2 dL,/dt, which may be written as (dL /dL,) x
(dL,/dt), is equal to zero. From then on the trajectory will tend asymptotically towards line
3. A parallel situation occurs for a sample defined initially by a point in domain M. Starting
from the origin, with L, and L., both equal to zerv, the growths of the two phases would occur
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simultaneously, their ratio would be a constant described by line 3. Because D; and D, will
generally have different activation energies, the behavior may change by simply changing the
temperature. Regardless of the starting configuration the respective thickness will evolve to-
wards an asymptotic value shown in Fig. 2 by the dotted line 3:

Lnﬂ4=(a—ﬂ+\j(a—ﬂ)2+8aﬁ 2B 6)

which tends towards o/f when & is much larger than p.

Setting both Egs. 4 and 5 greater than zero defines the limits required for the simultaneous
growths of the two phases:

2 Figure 2 - Plot of the respective thicknesses
L; and L, of phases 1 and 2 growing ac-
cording to pure diffusion kinetics, from [7].

oL, > B/, > o2l Q)

Since generally the geometrical factors and free energy terms that enter into o and B vary little
from phase to phase in comparison with the diffusion coefficients, they can be neglected.
Then by rearranging the terms, the relations in 7 can be written as:

Ly/Ly >Dy/Dy >L,/2L, ®

The lengths of the different layers scale linearly with their respective diffusion coefficients
and not, as could be anticipated given the relationships as /t , as the square root of these
coefficients. As a consequence if D, and D, are in the ratio of 1000/1, when the one layer
would have grown to 100 nm, the other would remain below 0.1 nm, in practice it would not
exist. Until phase 2 (AB) begins to be physically present, phasc 1 (A,B) would not have
grown as in Eq. 1 but as:

0.5B + A=0.5A,B ©®
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with a corresponding free encrgy change per mobile A atom of AF, greater than AF,.
Mathematically as a first approximation, D; would remain the same; physically things could
be quite different since to the change being considered would correspond a change in con-
centration limits, which could greatly affect the diffusion coefficient. Thus in multiple phase
growth, the initial growth of the first phase should be especially fast, not only because in Eq.
4 the negative term is absent, but also because an increase in the driving force leads to a high
value of . When the square of the measured thickness is plotted as a function of t, a straight
line drawn through the data points intercepts the time axis at a positive value (the so-called
incubation time), which reveals that phenomena other than diffusion coatrol the initial period
of growth.

Experimental evidence

In order to illustrate the above formalism, one may chose the rather extreme example of
the formations of W,Si, and WSiz. In thin film experiments [32,33] at temperatures below
1000°C, and reactions [34,35] carried out at higher temperatures, one observes only WSi,, not
W,Si;. The respective activation energies [34,35] are 3.7 eV and 2.1 eV. Assuming equal
preexponential factors, at about 1225°C the ratio of thicknesses for W Si, and WSi, would
be 105, i.e. when WSi, would be 10 um thick, W,Si, would remain of the order of 0.1 nm,
and that ratio would be even smaller at lower temperatures. The same observations would
apply for MoSi,, Mo,Si,, and Mo,Si, with respective activation energies reported {34,35] as
2.2 eV, 3.7 eV and 3.4 eV. The disilicides only should be observed in thin film experiments
with metal thickness less than 100 nm and low temperatures. In "bulk” experiments several
phases will be observed only at very high temperatures, if the experiments are conducted for
long periods of times, and if the techniques for detecting the minor phases are more sensitive
than those employed for measuring the growth of the major phases. Detection sensitivity is
a major cause of alleged differences between thin film and bulk experiments. It may be a
problem the whole family of reactions of V, Nb, Ta and Cr with Si, where only the disilicides
are usually observed.

Self Regulation

One aspect of phase formation, perhaps unexpected, that follows from Egs. 8 is the self-
regulatory character of multiple phase growth. Since the lengths are inversely proportional
to the diffusion coefficients, the gradients of free energy AF/Li's will be inversely proportional
to Dj's, and consequently the j;'s nearly equal to each other. This is physically mandated by
the requirement that for phase growth to occur, as dictated by the overall decrease in free
energy of the system, atoms leaving from either one of the two sources, A or B, must in some
way reach the other. The situation is clearer in the case of a single phase with a diffusion
coefficient that varies with composition. Then the flux must be constant from one end of the
phase to the other, since there cannot be any creation of new lattice sites except at the inter-
faces. Thus, with j equal to the product D dc/dx being constant, in regions where D is small
the gradient will be big, which is obtained by the relatively slow growth of the corresponding
physical regions [see 19]. Multiple phase growth behaves in a similar fashion.

A artenre e Wi 1

A WLl = A - e e

The free energy of formation of phases from reaction between elements is usually high
enough so that nucleation is casy and does not contribute to a rate controlling factor. This
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should be reconsidered for ordered phases with low critical temperatures. To this observation
one should add that when several phases are possible, their free energies of formation from
the elements do not vary much from phase to phase; factors of 10 are certainly quite rare.
On the other hand, diffusion coefficients are expected to vary widely. Thus in the competition
between several phases, as defined by Egs. 3 and 9, it is anticipated that the first phase formed
should be the one with the highest diffusion coefficient. The choice is determined by kinetic
factors rather than thermodynamic ones.

An interesting analysis [24] of instabilities is based entirely on diffusion kinetics. In Fig.
3, phase 1 has grown to a length L', according to a relation such as in Eq. 9. At that time
phase 2 starts forming, most likely locally and not as a continuous layer as considered up to
now. Its thickness must be some minimum L, or it would be subcritical and dissolve. There
are now two different conditions at the two interfaces with B.

a) The interface A,B/B will move as:
dL’/dt =o'/, (10)

where o corresponds to AF; (Eq. 9, greater than AF, from Eq. 1).

b) The motion of the interface AB/B will be given by the sum of Egs. 4 and 5, namely:
dL/dt = dL/dt + dL/dt = /L, (11)

Comparison of Egs. 10 and 11 shows that there will exist conditions such that the interface
A,B/B will move faster than the interface AB/B. Consequently the nascent AB phase embryos
would become buried into A,B and are therefore unstable. Thus, otherwise simple diffusion
kinetics may lead to different results depending on whether the layers are continuous or not.

All diffusion equations above are written according to the Nernst-Einstein equation rather
than according the more universally accepted Fick's law. There are several advantages to such
a procedure. Let us remark here that when writing the equations for multiple phase growth
using Fick's law, one ends up with the factors Ac,, corresponding to the limits of concentrations
for the various phases. Consequently the literature contains numerous statements to the effect

L'|
A28 Figure 3 - Sketch illustrating the first stage
L 28] Ly of formation of the new phasc AB at the
interface A,B/B.
A L ]
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that phases with broad concentration limits should grow fast. This is wrong! The driving
forces for diffusion are the respective chemical potentials; these do not vary in proportion to
the concentration limits.

Interface Reaction Rates and Critical Phase Lengths

Diffusion equations predict infinitely fast rates for thin layers. Physically this is impossible.
Indeed, careful plotting of growth data [e.g. Ru,Si,, 36] reveals that the initial rate of phase
growth is smaller than what ensues from a t\/2 dependence. One may assume, that at the be-
ginning growth occurs as K x t!, and call K the interface reaction rate, even if one does not
have a precise idea of what the term implies [as pointed out in 13,19]. This leads to linear-
parabolic kinetics initially defined by Evans [37], expressed as:

L2+ AxL=Bxt (12)

from which one extracts the values of K equal to B/A, and "a" equal to B, the reaction and
diffusion rate constants.

The consequences of linear-parabolic kinetics on sequential phase formations have been the
object of several analyses [4,5,11,12]. For small values of L,, j, cannot become infinite but
must be limited to a finite value, proportional to K,. Equation 5 then becomes:

szldt=2K2—alL| (13)

For this term to be positive, namely for phase 2 to start growing, L, must exceed a value L,
given by:

L, > 2K, (14)

If the reaction rate K, is extremely rapid, L, will tend towards zero, so ‘hat phase 2 will start
growing immediately, as given by pure diffusion kinetics. Reference to Eq. 13 explains why
L, should be proportional to AF, and D, (c); because after (and at) the birth of phase 2, phase
1 consumes phase 2. Equation 13 is valid only for small values of L,. The general formu-
lation [13,16] for Egs. 4 and 5 becomes:

dLy/dt = /(L + o/K;) — BAL, + B/Ky) 15)
and
dLy/dt = 2BAL, + P/K,) ~ /(L + /K ) (16)

The authors of Ref. 10 emphasized that Eqs. 15 and 16 are equivalent to Eqgs. 4 and 5, simply
with a translation of the origin for L, and L, This allows one to plot L, and L,, as in Fig.
2, but with the configuration found in Fig. 4. Depending on the values of the different pa-
rameters there are three possible cases, a) the one shown in Fig. 4, b) one in which the origin
would be found between lines 1 and 2, and c) by symmetry with a, one in which both lines
1 and 2 would intercept the vertical axis. With cases a (Fig. 4) and c, and starting with phases
of arbitrary thickness, there exist conditions where one of the phases would actually disappear,
which is illustrated by the cross-hatched region in Fig. 4. The discussion on the trajectory for
phases of arbitrary thickness in Fig. 2 remains essentially valid here. Starting from the inter-
section of line 1 with the L, axis (at R) and working backwards (decreasing L,), one can
follow a trajectory that must be tangent at the point of intersection and go up for smaller values
of L, and larger ones (positive) for L,. That circumscribes the hatched domain within which
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Figure 4 - Plot of the respective thicknesses
L, and L, of phases 1 and 2 growing ac-
cording to linear-parabolic kinetics (with fi-
nite reaction rates, K; and K5), from [10).

| Bre

phase 2 would actually disappear. Starting from the origin, with L, and L, equal to zero,
phase 1 alone would grow until the critical length L, is reached, at which point phase 2 also
would start growing; the trajectory should move towards the dotted line from then on. Under
the conditions described here a phase might actually disappear, which is in contradistinction
with what can happen with pure diffusion kinetics; then phases may be reduced in size but
noi actually cease to exist. As one might have expected, phase disappearance would occur
only for relatively thin layers. Physically, such disappearance would be enhanced by the fact
that sufficiently thin layers are thermodynamically unstable [8). For thick layers and long
times, the kinetics become indistinguishable from pure diffusion: the respective phase lengths
approach the values given by the dotted line in Fig. 4. The existence of critical values, L.,
dictates that phases should appear seguentially (equally in "bulk” and thin film experiments).

Is there much c.perimental evidence for such behaviors? The answer to this question
should remain ambiguous, because the concept of interfacc reaction is poorly defined. Here,
a the definition has been eluded, simply by saying that diffusior. fluxes cannot become infi-
nitely fast even for infinitely small layers. Observations of the iaitial stages of phase growth
remain poor. In the one well documented case [38) of linear-parabolic growth, that of SiO,,
precise measurements show thai the initial growth [39,40] does not actually fit on the curve.
Undoubtedly many cases of initial "incubation” times are not due to limited reaction rates, but
to impurities, oxide or other substance, at the original interface. An argument based on this
*Aea loses weight, however, when referring not to the first phase formed, but to the subsequent
ones, when impurities at the original interface should play an increasingly minor role. New
ideas and observations [22,41] about the heginning of phase growth remain io be genesolized,
and incorporated into overall kinetic cquations. It is this author's opinion that interface re-
action plays a significant role in phase growth. The evidence seems overwhelming. 1) To
begin with, the argument about the impossibility of infinitely fast diffusion appears logically
incontrovertible. 2) One encounters accounts of phase disappearance. In order to be mean-
ingful the examples must be such that the sources (for clements A and B) have not been ex-
hausted. 3) In thin filmn experiments, the various phases appear one at a time, since quite often
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at least one of the two reactants is present in amounts so small that obtaining phases of
thickness equal to or greater than L, is impossible. (Scant transmission electron microscopy
in cross section, now available with atomic level resolution, fails to reveal the presence of
embryonic "missing” phases at interfaces). 4) There are several examples of sequential phase
formation reported in "bulk” experiments when the observations are made with sufficient care,
namely: a) Fe-Zn [42] where phases of increasing Fe content form at intervals with remark-
able regularity. b) For Ag-Zn, the proper kinetic equations reported in [23] show that the
phases do not start to grow simultaneously. c) Sequential phase growth was reported quite
long ago in the formation [43] of complex oxides from the reaction of simple oxides. 5) As
already noted, the initial stage of phase growth usually proceeds at a rate smaller than dictated
by diffusion alone, namely with an exponent of t greater than 0.5 [36].

The presentation of the problem here, using only one moving species and only two inter-
medijate phases, and reducing the question of interface reaction to a lower limit for diffusion
fluxes, is an oversimplification. A greatly more detailed study is available in [12). What is
the actual magnitude of L, ? Ii will vary of course from system to system, and for a given
system it will change with temperature. From Eq. 14 we note that L, varies as the corre-
sponding D,, and therefore as the activation energy for this term. However, in the absence
of any proper physical understanding of K and of its potential activation energy, it is impos-
sible to estimate how L_ should vary as a function of temperature. Consider some exper-
imental examples: a) In Ni-Si reactions for the transition from Ni,Si to NiSi, L, is
undoubtedly greater than 400 am in the usual range of reaction temperatures 300°C - 400°C
{44,45]). It has been shown [46] to be as big as 25 pum at 600°C in lateral diffusion exper-
iments. The comresponding critical length, however, is certainly quite smaller in the similar
transition between Co,Si and CoSi. Thus, while it is relatively easy to form by metal-silicon
reaction a film of pure Ni,Si, it is rather difficult to form one of pure Co,Si free of the pres-
ence of CoSi. b) Again, in lateral diffusion samples [47), at 280°C about 5 pm of Cu,Si have
to form before Cu,,Si, becomes detectible. c) For Fe-Zn reactions at 385°C, the photographs
published in [42] yield values of L_ of the order of some 600 nm for the different phases.
Thus, while the initial stage of phase formation remains to be properly explored, the available
experimental evidence points to the existence of initially siow growth, modulated by some
process akin to interface reaction. Multiple phases appear sequentially. Before leaving this
topic, let us note that during the initial stages of growth when reaction rates play a significant
role in the kinetics, the concentration limits of the various phases are reduced to values within
those reported in equilibrium diagrams.

Do i .

A common question asked about the formation of a new phase is: Which is the dominant
moving species? In "bulk” experiments, and with phases with sufficiently broad composition
limits, it is possible with care to use classical evaluations including the determination of the
Matano interface and its motion. Examples are found in [23) for Ag-Zn reactions, and [48]
on Al-Ni. In thin films such precise analysis is impossible; one must content oneself with an
overall measurement of the motion of deposited or implanted markers [see 8,44,49]. Marker
displacement shows that one component of the intermetallic compound diffuses at a rate that
is at least ten to twenty times greater than the other, but do not provide any estimate of the
upper limit. A better evaluation of the difference has been obtained [8] with bilayers of similar
clements: e.g. Mo and W on Si. The isomorphous disilicides are formed as usual at about
600°C-700°C, but after formation the two silicides remain quite distinct. Mixing of the metal
atoms requires temperatures in excess of 1000°C, that shows at ooce thet the silicides are
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formed by Si motion, and that the metals are greatly less mobile than Si. The same procedure
can be used with oxides [21] where oxygen is the dominant moving species.

Attempts have been made to use kinetic data to decide whether growth occurs via grain
boundary or lattice diffusion [50-52]. Unfortunately, it has been shown [53,54] that it is nearly
impossible to differentiate thesc mechanisms except in the case of SiO, [55). To distinguish
between the modes of diffusion, one needs to study "bulk” samples and compare the growth
data. In the case of Ni,Si, it has been possible to attribute growth to grain boundary diffusion
[56). Space limitations prevent one to go into further detail; relevent information can be found
in [57-61)

The Ordered CusAu Rule and its Corollaries

Except for SiO, and other such inordinately opened structures, and for interstitial [62]
compounds, and Hiigg [63] phases, diffusion in intermetallic compounds results almost always
from vacancy [58,64] mechanisms. In compounds such as A_B , with m/n greater than 1, the
A atoms should diffuse faster than B's if there exists a continuous network of A lattice sites
on which "A" vacancies can be propagated without disturbing the overall crystal structure.
On the contrary, if there exists no such network for the B atoms, their diffusion will require
either the local destruction of the ordered structure or the coincidence of two vacancies (on
the A and B sublattices); this will also require some additional activation energy as compared
to the diffusion of A. The excess should he commensurate with the formation energy of the
compound. This is found fm'AlNi3 [16,65]. Therein, the activation energies for the diffusion
of Co and Cr (which diffuse on the Ni sublattice), are 325 kJ/mol and 366 kJ/mol, respectively;
however, for Ti (which substitutes for Al) the value is 468 ki/mol. The difference is compa-
rable to the heat of formation {66] of AINi,, 150 ki/mol of Al (or AlNi,). The ensuing
CuzAu rule (after the well known L1, structure), states [8] that in intermetallic compounds,
the majority atoms A diffuse faster than those of the minority component. The reliability of
the rule will vary as mvn differs from 1. It is probably always valid for m/n equal to, or greater
than 3. For m/n equal to 2 the situation becomes ambiguous already. In structures [67] such
as those going from TiSi, to WSi,, all the metal atoms are totally isolated from each other;
consequently, growth always occurs via Si atom motion [8,49). In order to achieve similar
mobilities for the metal atoms, much higher temperatures are required. However, in [68]
structures such as Al,Cu, Mg,Cu, and Mg,Ni, where continuous chains [69] of Cu and Ni
atoms exist, both species are found to be mobile during growth from metal-metal interaction.
In equiatomic compounds, of type AB, one does not expect the diffusion of either species to
be favored. As a matter of fact as compared to compound of the type AyB,, diffusion in AB
compounds should be relatively difficult(barring the effects of constitutional defects as en-
countered in ALNi and CoGa). In general the CuzAu rule depends only on local atomic en-
vironment, and as such applies independently of crystal symmetry. Thus, in the
quasicrystals{72,73] Al,Mn and Al,Fe, Al atoms constitute the fast diffusing species. For a
recent compilation of data on diffusion in intermetallic compounds consult{70]. Since the
activation energy for the motion of the minority atoms should be equal to that corresponding
to the majority atoms plus a fraction of the heat of formation of the compound, the rule should
become less and less valid as the interaction between elements becomes weaker, and as the
heat of ordering becomes smaller. It ceases to have any validity when the phases are not or-
dered, as is apperently the case in the Cu-Ge system for the phase most rich in Cu (besides

194




the terminal solid solution), an hexagonal phase that forms [71] by the joint motion of the two
elements.

Corollarics. order of phase format

In compounds where elements of the majority atoms form a continuous network, the dif-
fusion of these atoms should have characteristics approaching those of the pure elments. In
Ni Al , for example, diffusion of Ni has nearly the same activation energy [58,70,74] as in
pure Ni, about 300 kJ mol!. Consider now reactions between elements A and B in which A
has a significantly lower melting point than B. Given that the first phase formed should be
one with the highest diffusion coefficient, that phase is likely to be the one with the highest
content in A. There are many examples to confirm this. We have already mentioned the
Fe-Zn [42] reactions. There are numerous reactions {14] between Al and transition metals;
the first phases formed are such as NiAl;, Co,Al, CrAl,,, TiAl,, MoAl,, NbAL (75},
ZrAly, WAL, ,, TaAl,, and HfAl,. To these one may add {76,77] CuAl, and Ir,Al;,. Exper-
imental evidence implies that NiAl, forms from the very beginning on an atomic scale(78].
In Cu-Mg (79] reactions, Mg,Cu forms before MgCu,, as in Ni-Mg [69] Mg Ni. Other ex-
amples of first phase formed include AuGa, [80,81), PtHg, (82], Agln, [83], PdSn, [84],
Ni,Sn, [85), NiCd, [86}, PdCu, and PtCu, [87], and probably FeSn, [88], or in Ag-Hg the v
phase with a composition close to Ag,Hg, [89]. In a scries of reactions [90] between Au and
transition metals, the first phases formed were those with the highest Au content. However,
in Au-Pb reactions [91] the first phase formed is Pb,Au; in Pb-Pt reactions [91), it is Pb,Pt.

There follow some corollaries to the ordered Cu;Au rule and its applications to the pre-
diction of the first phase formed. 1) In general, the majority atoms will constitute the domi-
nant moving species in the first phase formed. This is not a matter of cause and effect, as
sometimes implied. Rather, the structural similarity between element A and compounds rich
in A dictates that, if A has a low melting point, atoms of A will have high diffusion coeffi-
cients in A-rich compounds, decreasingly from phase to phase with decreasing concentrations
of A. 2) Although changes in structure may effect diffusion coefficients unpredictably, we
expect that compounds of the form A B, will form in order of decreasing m/n ratios. A
beantiful example of such a sequence is the Fe-Zn [42] reaction where the phase { with 7 at%
Fe forms first, followed by 8 and I'" with 8-13 at% and 23 at% Fe, respectively. Moreover,
Kirkendall voids [92] reveal that growth occurs via the motion of Zn atoms. Reference [93)
states "the first compound is formed directly from the starting metals, the second is formed
by the reaction of the first compound with the excess of the high-melting metal, and the third
by the reaction of the second compound with the excess of the high-melting metal”. This is
in agreement with the analysis presented here.

Exceptions to these rules are interesting for they suggest importance of other physical
phenomena. An exception to the Cu,Au rule is encountered in the formations of the
isomorphous NiSi, and CoSi,, CaF, structure, where the metal atoms have been found
[94,95] to be more mobile than the majority Si atoms. Failure of the rule here is related to
the open structure, with coordination number 4 for Si, and to the absence of metal atoms in
4 of the 8 lattice sites available in the unit cell; thus the diffosion process is not likely to be
a simple vacancy mechanism.
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A striking exception, in Au-Al [96] interactions, is the initial formation of Au,Al rather
than the aluminum-rich compound AuAl,. We expect this related to anomalously high melting
temperature of AuAl,, 1060°C. Another exception is Al-Fe, where the first phase to form
would be anticipated to be the aluminum-rich ALFe, although some other phase is usually
observed [13,73]). The aluminum-rich compounds formed with transition elements of the
fourth period exhibit a curious regularity: ALCu, ALNi, Al, (Co, Al Fe, AlMn, AL Cr, and
Al V. Clearly, Al;Fe does not fit in the series. Several stable compounds richer in Al than
ALsFe, such as AlgMn of Mn structure, or the quasicrystal Al,Fe have high mobilities of Al
atoms which is in full agreement with Cu;Au rule. On the other hand, there are also Al atom
deficient stable compounds, such as Al, sFe[97] which show large atomic mobilities due to a
different reason namely the presence of high density(16%) of constitutional vacancies on the
Al sublattice. However, stable phases have relatively close compositions, minor structural
details can affect considerably the respective mobilities. In such cases, the corollaries to the
Cu,Au rule (although not the rule itself) should fail quite frequently. Impurities can affect the
order of phase formation and cause apparent failure of the rules formulated here. Sometimes
that can be attributed to gross modifications of thermodynamic factors, specially where the
activity of one of the reactants is particularly liable to be lowered by impurities: such are Al
and Si in the presence of oxygen [16].

The ordered Cu,Au rule is conceived in terms of vacancy diffusion on crystalline lattices.
It is remarkable that it seems to apply to solid interactions regardless of temperature, especially
since many of the observations on first phase formation are made with thin films after re-
actions at quite low temperatures where one expects grain boundary diffusion to be dominant.
Unfortunately while dain on lattice diffusion in intermetallic compounds are beginning to ac-
cumulate, precise informtion about grain boundary diffusion in these compounds is hardly
existent. So one is limited to generalizations based on phenomenological observations. The
presently noted validity of the Cu,Au rule and its corollaries in low temperature reactions
implies that the processes of grain boundary diffusion are not too different from those in the
lattice. A case in point is the similarity of diffusion profiles in Al-Ni, regardliess of whether
the reactions are carried out at temperatures [48] above 1000°C, or at much lower temperatures
{98] 220°C. In particular the very curious and characteristic profiles of the NiAl phase are
the same [analyzed in detail in 15), although through this large temperature range the relative
contributions of lattice and grain boundary migrations should vary considerably. Indeed, the
similarities of the complex profiles implies that the lattice and grain boundary diffusion coef-
ficients for NiAl vary in the same way as a function of composition. In many pure metals it
is now known [99] that both transports, in the lattice and along grain boundaries, occur via
vacancy mechanisms. The extension of this observation to intermetallic compounds justifies
the ordered Cu,Au rule even where grain boundary diffusion predominates. In a Zr matrix,
Co and Fe atoms diffuse {100] via interstitial mechanisms both in the lattice and in grain
boundaries. In matrices where lattice diffusion invoives anomalously fast processes, the same
is observed [105) for the grain boundaries. In NiO [101], Ni is a faster diffuser than oxygen
both in the lattice and along grain boundaries; the respective diffusion coefficients vary in the
same way as a function of O, pressure. In Cr,O, it [103] on the contrary, oxygen diffuses
faster than Cr, both in the lattice and along the grain boundaries; diffusion does not depend
on the O, pressure. Oxygen diffusion in the isttice and in the grain boundaries of Cu, O
proceeds via the same interstitial mechanism [104). In general it scems, grain boundary dif-
fusion follows approximately the same modalities as lattice diffosion. In ordered compounds
this effect should be even more pronounced since grain boundaries must necessarily adopt a
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configuration close to that of the lattice, for were it not so the grain boundary energies would
becomie enormous.

Nucleation

When A reacts with B to form some A B, the free energy change AF is usually sufficiently
big that as a first approximation onc may ignore nucleation effects. However, the subsequent
formation of new phases, let us say richer in B, occurs by the reaction of A B, with B. The
process can go on until one reaches some A B, where AF changes sign, then A B, ceases to
be stable, and under normal circumstances will not form at all. However, the formation of the
precedmgphnseAPB will be accompanied by a AF of the right sign (negative), but its
magmmdemaybeverysmall AdeaeasmgAFw:ﬂ:mcreasmgamonmtsofelmeerth
a fandamental feature of chemical systems. 'I'hen,becauseforsmallm:cknessof
ovmﬂgﬁninﬁeeenergyissmaﬂerthanﬂremgquuimdwcmtemexminm;m.
nucleation can be extremely difficult and become rate controlling. Examination of the acti-
vation energy for nucleation, of the form AG¥/AF2 (where AG is the increase in surface energy)
makes this immediately clear. The modalities of such phase formation have been explored in
a series [8,105] of publications. For the first one or two phases to grow this behavior is
usually not found, which justifies one's neglect of nucleation effects. The situation, however,
may not be so simple. There is evidence [41] that interface reactions may often begin with
the nucleation of some metastable, amorphous phase (because the interface energies would
be smaller for amorphous phases than for crystalline ones). A recent analysis [22] reveals that
such initial nucleation would not fundamentally affect the order of phase growth proposed
above. Diffusion rather than nucleation is the dominating factor. Stresses [see 27-29,106]
should affect the kinetics of phase formation, either by modification of the chemical potential
terms in the Nemnst-Einstein equation, and perhaps more fundamentally by changing the
equilibrium conditions between stable and metastable phases. Calculations of stresses during
phase growth are complex and are unfortunately marred by a totally erroneous discussion of
nucleation in the literature. The truly detailed analysis of the relationship between stress and
phase growth are essentially limited to SiQ, [29,107,108-110] but its discussion is beyond the
scope of this article. Interested readers may consult a few other publications (111-113]

Conclusions and Summary

1) Analysis of diffusion equations provides the relations between thickness, diffusion coeffi-
cients, and free encrgy changes that govern the "mathematical” growths of scveral phases: a)
Ifonemﬁvmm,aﬂphmsbonldminpmporﬁonm‘lt_. b) The ratios of the
various thickness should remain constant. The exact fanction is complicated but surprisingly
the ratios should vary nearly as the respective diffusion coefficients rather than their square
roots. c) According to diffusion equations alone, phases of arbitrary thickness can decrease
in thickness but should never disappear (mathematically! Physically things may behave dif-
ferently since sufficiently thin layers cease to exist).

2) Introducing the simple physical condition that a phase does not really exist before its
thickness reaches several A, immediately complicates the kinetics for the other phases. Thus:
a) a small modification of "pure” diffusion conditions introduces the notion of sequential phase
formation, and b) since the rate of growth of a phase should decrease as the number of "ex-
isting" phases increases, the absence of experimental observations revealing initiafly (at time
t = 0) rapid growth implies that factors other than diffusion control the very first stage of phase
formation.
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3) Even simple diffusion kinetics may lead to unstable conditions if some of the growing
layers are not continuous.

4) With the introduction of interface reaction rates, the simple \t kinetics become modified
to linear-parabolic.

5) When growth is controlled initially by interface reaction rates, new phases appear only after
other phases have reached a critical thickness. This results in the sequential phase formation
which is usually observed when experiments are conducted with sufficient care. Contrary to
what follows from pure diffusion kinetics, when growth becomes a function of interface re-
action rates thin phases of arbitrary thickness may actually disappear for purely kinetic rea-
sons.

6) Although the values of the critical thickness that must be reached by one phase before an-
other one can appear will vary from system to system, physical examples of values equal to
or greater than 500 nm are found.

7) According to the ordered Cu;Au rule, in binary compounds the atoms of the majority ele-
ments should diffuse faster than those of the minority. This will be generally true when the
ratio of concentrations is greater than 3 to 1, but may be valid also for ratios of 2 to 1.

8) Where several phases may form, the order of phase formation is likely to be dictated by
kinetic rather than thermodynamic factors. According to the ordered Cu,Au rule and its cor-
ollaries, when two metals with different melting points react with each other, the first phase
formed should contain the maximum concentration of the metal with the lowest melting point.
Ipso facto in that phase, atoms of the low melting metal should constitute the dominant dif-
fusing species. Both statements are usually valid. One may want to go further and consider
the sequence of phases that grow consecutively: they should contain increasing amounts of
the metal with the high melting point (e.g. in Fe-Zn reactions).

9) Exceptions to rules 7 and 8, deserve attention. They may be due to anomalously high
melting points (Al,Au), to special structural details (Mg,Cu, Mg, Ni, or NiSi, and CoSi,), or
to the presence of constitutional defects (¢.g. FeAl, and FeAL ).

10) When the free energy change upon the formation of a new phase becomes small (of the
order of 50 cal/cm’) nucleation becomes difficult, and at low temperature may prevent the
formation of such phases. This is usually not important for the first few phases to form.
However, should one want to penetrate the intricacies of initial phase formation, other more
subtle nucleation effects might be important.

11) Stresses should play a role in reaction kinetics. Except for the thermal oxidation of silicon,
there appears to be little of a quantitative nature to report.
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Creep and Diffusion in Intermetallic Alloys

G. Sauthoff

Max-Planck-Institut fiir Eisenforschung GmBH.
D-4000 Disseldorf, Germany

Abstract

Intermetaltics for structural applications at high temperatures must show a sufficient high
temperature strength which is controlled by creep processes. In the first section the creep
behaviour of single-phase intermetallic alloys is overviewed with respect to stress and tempe-
rature dependence and effects of composition and microstructure. It is shown in particular that
creep deformation is controtled by diffusion. The second section refers to multiphase interme-
tallic alloys, and both particulate and non-particulate alloys are regarded. Data are presented for
single-phase and multiphase alloys based on B2 phases and less-common phases and the con-
sequences of diffusion control for alloy design are discussed.




1. Introduction

Intermetallic phases form because of a strong predominantly metallic bonding between
unlike metal atoms. From this not only particular ordered crystal structures and physical pro-
perties result, but also comparatively high strengths at low and high temperatures and fow
ductilities at low temperatures. Strength and deformability are controlled by various different
mechanisms depending on stress, temperature and microstructure. A quick overview on the
prevailing deformation mechanisms is given by the deformation mechanism map for a given
material [1].

Fig.1-  Deformation map with curvesof constant shear strain rate as a function of normalized
shear stress and temperature (1 = shear modulus, Ta = melting temperature) for Cr
with 0.1 mm grain size (a) and ZrC with 0.01 mm grain size ®) 1]
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Complete deformation maps are available for many metals and alloys as well as for some
non-metallic materials [1], but not yet for intermetallic phases. The comparison of a map for a
pure metal, e.g. the transition metal Cr with cubic A2 structure - Fig. 1a -, and a map for an only
partially metallic interstitial compound, e.g. the refractory carbide ZtC with cubic B1 structure
- Fig. 1b -, shows that these maps which refer to normalized scales do not differ too much for
these dissimilar materic|s in spite of the differences in atom bonding and crystal structure. Figure
2[2) shows the high-temperature part of the deformation map for the ternary intermetailic phase
(Niy gFeq,)Al with cubic B2 structure which is known as L2, structure, too, and resuits from the
A2 structure by atomic ordering. Again the behaviour of the intermetallic does not differ too
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much from that of the other two examples. Obviously the normalization of applied stress by the
respective shear modulus and temperature by the respective melting temperature is sufficient
for a unifying description of the global deformation behaviour of various materials including
intermetallics.

In view of the shown deformation maps the transition from low-temperature deformation
which is controlled by the conservative motion of dislocations, to high-temperature deformation
which is controlled by thermally activated creep processes is supposed to occur in the temperature
range 0.3 T, -~ 0.5 T, for intermetallics, too, where T, is the melting temperature. This means
that the mechanical properties of intermetallic phases at high temperatures are determined by
creep processes and depend sensitively on temperature and deformation rate. In the following
this is discussed in some more detail on the basis of earlier reports {4-10]. The temperature
dependence of creep resistance is regarded, and the effects of stoichiometry, solutes, grain
boundaries and second phases are shown. The examples for the following discussion are taken
from the work of the author’s group which is centered on B2 phases, NiAl-base alloys and
Jess-common phases.

2. Creep of Single-phase Intermetallic Alloys

The creep behaviour of intermetallic phases is exemplified by that of the ternary B2 phase
(Ni,Fe)Al which was studied in detail as a function of stress, temperature, composition, and grain
size [2,3,11,12]. The B2 crystal structure of this phase results from atom ordering in the bce
lattice, and with stoichiometric composition - 50 at.% Al - the phase is completely ordered up
to the melting point. The Ni and Fe atoms substitute each other in one of two sublattices of the
B2 structure, i.e., (Ni,Fe)Al may be regarded as an intermetallic alloy of the binary phases NiAl
and FeAl - both with B2 structure - with complete mutual miscibility.

2.1. Stress Dependence

At high temperatures - ¢.g. 60 % of the melting temperature or higher - the secondary creep
atrates between about 10°°s™ and 105" shows power law behaviour, i.e., the observed secondary
creep rates are described by the familiar Dorn equation for dislocation creep [1):

e = A(DGb/kT)(o/G)' (1)

where e = secondary strain rate, A = dimensionless factor, D = effective diffusion coefficient,
G = shear modulus, b = Burgers vector, k = Boltzmann’s constant, T = temperature, o = applied
stress, and the exponent n is between 3 and 5.
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Fig.2-  High-temperature deformation map with curves of constant compressive strain rate
as a function of normalized compressive stress and temperature (G = shear modulus,
T, = meiting temperature) for (NiysFey)Al with 0.1 mm grain size [2,3].

Dislocation creep of conventional disordered alloys is produced by gliding and climbing
dislocations. If climb is the slower step as in pure metals, the creep rate is controlled by dislocation
climb which gives rise to a well-defined subgrain structure, and the stress exponeat is 4 ot 5.
This is characteristic for the so-called class-II alloys. Otherwise viscous dislocation glide is rate
controlling which leads to dislocation tangles without subgrain formation and a stress exponent
3 as characteristics of the class-1 alloys [13].

The secondaty creep behaviour of (Fe,Ni)Al shows analogous characteristics. In the Ni-rich
phases and in the binary NiAl a well-defined substructure is found after creep. The subgrain size
is of the order of 10 pm, and the dislocation density within the subgrains is about 10" cm™ In
agreement with this, stress exponents between 4 and 4.5 have been found for the Ni-rich phases,
i.e., these phases behave like class-II alloys with dislocation climb controlling the creep. In the
Fe-rich phases and in FeAl, however, no subgrain formation has been observed even after long
creep times. The distocation density remains high - about 10'°cm™ - , and the stress exponent

varies between 3 and 3.6, This indicates class-I behaviour, i.c., here the creep is controlied by
209
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the viscous glide of the dislocations. In both cases only <100> dislocations have been observed.
Obviously the driving force and the atom mobility which is necessary for subgrain formation is
sufficient only in the Ni-rich phases.

Besides dislocation creep, grain boundary sliding was observed in (Ni,Fe)Al. The process
is of course not an independent deformation mechanism since the resulting grain shifis lead to
stress concentrations at grain boundary junctions and must be accommodated by deformation
processes within the grains, i.e. by dislocation creep of the grains in the regarded stress-
temperature range. For such coupled deformation processes the total creep rate is controlled by
the slower process, which is dislocation creep in the present case as is indicated by the observed
stress-strain rate relationship. However, dislocation creep is accelerated by the additional driving
force - the more the smaller the grain size - and at very low grain sizes there is a transition to
superplastic flow with grain boundary sliding as rate controlling mechanism [14,15).

At lower stresses which produce secondary creep rates below 10% s, the observed
stress-strain rate relationship deviates from the power-law behaviour, i.e., the apparent stress
exponent is smaller than 3 and decreases with decreasing stress. This deviation indicates the
contribution of diffusion creep which is a linear function of stress:

tag = Auy(QD/KTd*)o 7))

where A is a dimensionless factor (usually A, = 14), Q is the atomic volume, D is the effective
diffusion coefficient which considers both the diffusion through the grain (Nabarro-Herring
creep) and along the grain boundaries (Coble creep), and d is the effective diffusion length which
is usually approximated by the grain size [1]. Dislocation creep and diffusion creep are inde-
pendent creep processes which act in parallel in the grains, and the total creep rate is given by
the sum of the partial rates. Because of the stronger stress dependence of dislocation creep (Eq.
1) the contribution of diffusion creep becomes more prominent with decreasing stress. Furt-
hermore, a smaller grain size accelerates diffusion creep and thus shifts the transition from
dislocation creep to diffusion creep to higher stresses.

2.2. Temperature Dependence

In view of Eqs. 1 and 2 it is expected that the temperature dependence of creep for a given
stress is determined primarily by that of the diffusion coefficient since the other parameters in
these constitutive equations show a significantly weaker temperature dependence. However, the
temperature dependence of the creep resistance of the binary phases NiAl and FeAl and the
ternary (Ni,Fe)Al phases cannot be characterized by a constant activation energy as is demon-
strated by Fig. 3. Only at lower temperatures - about half the melting temperature - the activation
energy of creep corresponds to that of self-diffusion whereas at higher temperatures the activation
energy of creep is larger than that of self-diffusion.
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Fig.3-  Creepresistance in compression (stress for 107 s secondary creep rate) as a function
of temperature for (Ni,gFe,;)Al, NiAl, (Niy,Feqq)Al, and FeAl (for the latter two
alloys the effective creep stress is shown at <750 °C which considers the observed
threshold stress) [3,9].

In other cases, 00, either the activation energies of diffusion or higher activation energies
were found for creep, and the reasons for the activation energy increases are not yet clear - see
e.g. [16-18]. This means that in contrast to conventional disordered alloys the microstructure-
dependent parameter A in Eq. 1 may exhibit a strong temperature dependence, too, since the
shear modulus G still depends only weakly on temperature {19].

2.3. Eftects of Composition

Figure 4 shows the creep resistance of the temary aluminide (Ni,Fe)Al as a function of
composition, and it can be seen that the creep resistance depends sensitively on both the Al
content and the Ni:Fe ratio. The B2 lattice is composed of two sublattices, one of which is
occupied by the Al atoms whereas the other sublattice is occupied by the Ni and Fe atoms. This
exclusive distribution of atoms on the respective sublattices represents the completely ordered
state of these phases and is possible only for the stoichiometric composition with 50 at.% Al.
Any excess or deficiency of Al leads to constitutional disorder, i.e. constitutional point defects.
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107 s strain rate) as a function of Al content [3,12].

The presence of such point defects enhances diffusion [20] and thereby creep at sufficiently
high temperatures, i.e., the creep resistance reaches a maximum at the stoichiometric composition
as was shown for NiAl long ago [16]. At low temperatures the constitutional defects are immobile
and act as point obstacles for moving dislocations. Consequently a minimum was found for the
low-temperature strength at the stoichiometric composition [16).

The creep resistance of (Ni,Fe)Al (Fig. 4) indeed decreases with decreasing Al content -
i.e. increasing deviation from stoichiometry - at 900 *C which corresponds to high-temperature
behaviour. However, the strength decrease depends sensitively on the Ni:Fe ratio. In particular
the binary FeAl shows nearly no effect of deviations from stoichiometry on creep resistance at
900 °C according to Fig. 4 which indicates the transition from low-temperature behaviour to
high-temperature behaviour. Obviously the transition from low-temperature behaviour to
high-temperature behaviour occurs at jower temperatures for the Ni-rich phases than for the
Fe-rich phases. This is surprising since creep becomes dominant at about half the melting
temperature which is higher for NiAl than for FeAl. In other words, creep scales with the melting
temperature, and therefore the high temperature regime is expected for FeAl at lower tempe-
ratures than for NiAl The reasons for the observed behaviour of (Ni,Fe)Al are not yet clear.
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For a given Al content - in particular for the stoichiometric composition - the creep resi-
stance of the binary NiAl is higher than that of FeAl which is expected in view of the higher
melting temperature of NiAl. However, the highest creep resistance - see Fig. § - is shown by
the ternary (NiFe,5)Alg, which is a solid solution of the softer FeAl (20 %) in the stronger NiAl
For (Ni,Fe)Al the diffusion coefficient has been estimated as a function of composition on the
basis of available data - see Fig. 6. Clearly the creep resistance maximum for (NiFe Al in
Fig.5 results from a minimum of the diffusion coefficient. Such a creep resistance maximum is
shown not only by (Ni,Fe)Al, but also by the other ternary B2 aluminides (Co,Ni)Al and
(Co,Fe)Al as is illustrated by Fig. 5.
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Fig. 5-  Creep resistance (in compression with 10”’s™ secondary creep rate) of various stoi-
chiometric (M’,M")Al with B2 structure at 900 °C as a function of M" content for
M’, M" = Ni, Fe, Co [8].

It has to be noted that the analysis of creep data with respect to diffusion coefficients poses
problems because - apart from the scarcity of data - the diffusion coefficients in Eqs. 1 and 2
are effective ones depending on the particular creep process which determines the coupling of
partial diffusion fluxes, i.c., the needed effective diffusion coefficients are not those which are
measured in diffusion experiments. For binary solid solutions expressions for the effective
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diffusion coefficients are available for various creep mechanisms [22,23], whereas for multinary
phases an expression for the effective diffusion coefficient is known only for the case of diffusion
creep [24]. Here more theoretical and experimental work is necessary.

The correlation between the observed creep resistances of various binary and ternary B2
phases and the respective diffusion coefficients as found in the literature or estimated on the
basis of literature data is shown directly by Fig. 7 [3,9,12]. It can be seen that the correlation is
surprisingly good and corresponds to Eq. 1 in spite of the problems with the appropriate deter-
mination of the effective diffusion coefficients. The question now is why the diffusion coefficient
depends in the shown way on the composition of the B2 phases. As other properties the diffusion
coefficient depends on the crystal properties, i.e. on the character and strength of atomic bonding
and indeed the activation energy of diffusion increases with increasing heat of phase formation
as is illustrated by Fig. 8. However, data for the effects of alloying additions on the diffusion
behaviour which are necessary for any high-temperature materials design are scarce or not
available for the intermetallic systems of interest. For understanding the effects of composition
variations on the respective diffusion coefficients the correlation with the character and strength
of bonding must be studied in detail. Here again much more theoretical and experimental work

is necessary.
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In view of the discussed composition dependence of the creep resistance it is concluded
that the effective diffusion coefficient is of primary importance for controlling the creep resi-
stance. This of course does not mean that the other parameters in Eqs. 1 and 2 can be neglected.
This is demonstrated by the apparent activation energy of creep which may vary with temperature
as already mentioned in the preceding section.

3. Creep of Two-Phase Intermetallic Alloys

As with conventional metallic alloys, single-phase intermetailic alloys can be strengthened
by second phases which may be disordered alloys or other intermetallics. Such second phases
may be present as dispersed or precipitated particles in particulate alloys or as coarse phase
distributions to form duplex structures or continuous lamellar or fibrous structures in pon-
particulate alloys. The creep behaviour of such two-phase intermetallic alloys has been studied
up to now only to a small extent, and some examples are presented in the following.

3.1. Particulate alloys

The B2 aluminide (Ni,Fe)Al forms stable equilibria with other ordered or disordered Fe-
Ni-Al phases [2]. In particular, Fe-rich particles with disordered bee structure can be precipitated
from Ni-rich (Ni,Fe)Al, and the creep behaviour of the resulting particle-strengthened inter-
metallic alloy was studied [30]. It was found that - as in the case of conventional alloys - the soft
Fe particles act as obstacles to the movement of dislocations because of the attractive interaction
between particle and dislocation. This interaction gives rise to a threshold stress in Eq. 1, and
the creep resistance of the matrix alloy is increased by this threshold stress. The threshold stress
is inversely proportional to the particle distance and of the order of the Orowan stress - see [6].

However, it has to be noted that in such a two-phase alloy the composition of the constituent
phases cannot be chosen and optimized independently since the compositions of the two phases
are determined by the particular two-phase equilibrium. In the regarded case the equilibrium
between NiAl and Fe enforces an off-stoichiometric composition for the NiAl matrix which thus
has a lower creep resistance than the stoichiometric NiAl. In this case the strength gain by the
particles is more than outweighed by the strength loss by off-stoichiometry, and thus a finer
distribution of particles by an appropriate pre-treatment or a shift of the two-phase equilibrium
by alloying with further elements - or both - is necessary for an improved creep resistance.

Following the example of conventional ODS alloys, strengthening by dispersions of oxides,
borides or carbides has been applied to intermetallic phases, too, and in particular to NiAl since
its high-temperature strength is insufficient for structural applications - sec e.g. [31-36). Such
alloys are produced by powder metallurgy methods and the resulting multiphase alloys are usually
not in equilibrium. Thus reactions may occur between the constituent phases, i.e. chemical
compatibility of the phases in such an alloy may be problem {37,38].
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3.2. Non-particulsate alloys

For describing the mechanical properties of alloys with coarse two-phase structures rules
of mixtures are frequently used [39-43]. In the case of creep resistance o, this means a linear
superposition of the creep resistances o, of the constituents:

o, - ; ﬁon' (3)

(f; = volume fraction of phase i), i.e., the alloy is regarded as composite with lamellae or fibres
in stress direction.

Such a superposition, which refers to the secondary creep stage with stationary creep -
after the initial primary stage with instationary creep -, would mean that the creep behaviour of
the two-phase alloy is similar to that of a single-phase alloy. However, a rule of mixtures is only
a phenomenologic first approximation which neglects effects of phase distribution. The effect
of phase distribution on the creep behaviour was studied in detail in [44,45). For this a Ni-
40at.%Fe-18at.%Al alloy was chosen which was produced by directional solidification to pro-
duce a J]amellar microstructure with the phases B2 NiAl and y-Fe-Ni with equal volume fractions.
It was found that the creep resistance of such a lameliar alloy is related to the creep resistances
of the constituent phases according to a rule of mixtures as long as the lamellae spacing is larger
than a critical spacing which is of the order of the free dislocation path. If the lamellae spacings
are smalier than this critical value then the lamellae interfaces give rise to an additional
strengthening effect. This strengthening effect can be described as in Eq. 3 by an additional
threshold stress which again is proportional to the reciprocal lameliae spacing.

However, the above discussion has referred to secondary creep only. The situation is less
clear for the transient primary creep stage which precedes secondary creep. As discussed in [8]
the primary creep strain is reduced significantly by the presence of second phases and it decreases
with increasing stress and with decreasing interface spacing at least in some NiAl-base alloys
[44,46). Such a behaviour is known for conventional alloys, toc, but there are other alloys which
show an opposite behaviour, i.c. an increasing primary strain with increasing stress (see [8]).
Such effects are not yet understood even for disordered alloys. It is further noted that not only
the normal primary creep with decelerating cteep rate is observed for NiAl alloys with streng-

already been reported for Ni,Al [48,49). Inverse creep results from an insufficient number of
mobile dislocations, and a classic example for such a deformation behaviour is silicon where
the deformation behaviour has been analysed in detail [50,51}.

4. Conclusions and prospects

The creep behaviour of intermetallic phases and alloys is quite similar to that of conven-
tional disordered alloys and can be described phenomenologically by the known constitutive
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equations. The particularities of the various intermetallic phases find expression in the respective
materials parameters which are the effective diffusions coefficient D, the shear modulus G and
the microstructure parameter A in the case of dislocation creep. The physical understanding of
the rate controlling processes is, however, far from complete and much more experimental and
theoretical work is necessary. In particular the fundamental data with respect to diffusion and
clasticity are lacking in most cases.

Present materials developments on the basis of intermetallic phases aim at high strengths
and creep resistances at high temperatures with reasonable fracture toughness at low tempera-
tures. In view of this aim candidate phases are alloyed with further elements and processed in
special ways to obtain optimum properties. However, the effects of alloying elements on diffusion
which controls high-temperature deformation are not yet understood sufficiently for these
intermetallic alloys. One should know in what way a composition change in a particular phase
changes the elastic moduli on the one hand and the diffusion behaviour on the other hand. It is
hoped that more diffusion work is done with respect to the alloy systems of interest to obtain
the missing diffusion data and that more theoretical work - including quantum-mechanical ab
initio calculations - is done to understand why the properties in general and the diffusion coef-
ficients in particular change with specific alloying additions in specific ways.
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Abstract

Ordered intermetallics based on aluminides and silicides possess many promising
properties for elevated-temperature applications; however, poor fracture resistance and
limited fabricability restrict their use as engineering material. Recent studies have
shown that environmental embrittlement is a major cause of low ductility and brittle
fracture in many ordered intermetallic alioys. There are two types of environmental
embrittlement observed in intermetallic alloys. One is hydrogen-induced embrittiement
occurring at ambient temperatures in air, The other is oxygen-induced embrittlement in
oxidizing atmospheres at elevated temperatures. In most cases, the embrittlements are
due to a dynamic effect involving generation and penetration of embrittling agents (i.c.,
hydrogen or oxygen ) during testing. Diffusion of embrittling agents plays a dominant
role in fracture of these intermetallic alloys. This chapter summarizes recent progress in
understanding and reducing environmental embrittlement in these alloys.
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1. Introduction

Ordered intermetallics based on aluminides and silicides generally possess attractive
high-temperature properties. However, brittle fracture and poor ductility at ambient
temperatures have limited their use as structural materials for engineering applications
{1-7]. For the past 15 years, substantial efforts have been devoted to understanding the
brittleness in ordered intermetallics. As a result, significant progress has been made in
understanding metallurgical factors goveming the low ductility and brittle fracture in
these intermetallics. Recent studies have shown that the poor fracture resistance in
intermetallics is caused not only by intrinsic factors (such as lack of sufficient
deformation modes, poor cleavage strength, etc.) but also extrinsic factors.
Environmental embrittiement, an extrinsic factor, is found to be a major cause for brinle
fracture in many ordered intermetallics [8-32], particularly in bec- and foc- ordered
intermetallic alloys.

There are two types of environmental embrittlement observed in intermetallics. One
is hydrogen-induced embrittlement occurring at ambient temperatures [8-25].
Surprisingly, it was found recently that many intermetallic alloys show a substantial
decrease in room-temperature tensile ductility due to moisture-induced hydrogen
embrittlement in moist air. The other is oxygen-induced embrittlement in air at elevated
temperatures [26-32). In most cases, the embrittlements are due to a dynamic effect
involving generation and penetration of an embrittling agent (i.¢., hydrogen or oxygen)
during testing. In this chapter, these two types of environment-sensitive embrittlement
are treated separately in sections 2 and 3. The last section discusses metailurgical
means to alleviate the environmental embritdement.

2. Ambient-Temperature Environmental Embrittlement

Hydrogen, introduced either by exposure to moist environments, by cathodic
charging, or by testing in hydrogen gas, has been shown to embrittle a large number of
single-phase intermetallics, as listed in Table 1. Most notable is the susceptibility of all
L12 intermetallics which have been examined to date, i.e., NizAl [21-23], Ni3Al+Cr
[32], Ni3Fe [33], Ni3Si [34, 35), Co3Ti [13), (Co,Fe)3V [36, 37}, and Ni3(A1,Mn)
[14]. Therefore it is highly likely that all L12 intermetallics containing substantial
amounts of the transition metals Fe, Ni or Co will prove to be susceptible to such
embrittiement. Data for other superlattice structures remain scarce. Two B2 alloys are
embrittled by hydrogen: FeCo-2%V and FeAl [9,11,12]. Fe3Al alloys show severe
environmental embrittlement when tested in air or hydrogen environment (10,38,39j.
The D019 superlattice Ti3Al (a2) and its alloys with niobium are reported to form
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hydrides when exposed to hydrogen gas, and are therefore embrittled by hydrogen
[40]). TiAl also is susceptible to embrittlernent in air or in hydrogen gas, but the effect
is much smaller than in a2 alloys [41-43]. Ni2Cr is highly susceptible to hydrogen
embrittlement in both the ordered and disordered conditions [44].

L D03 B2 Ll Doy

NizAl

NisAl+Be  FesAl FeAl TiAl TisAl
Ni3Al+Cr  FejAl+Cr FeCoV TisAl + Nb
NisFe TizAl + Nb + Mo
Ni3(AlMn)

Co3Ti

Ni3Si

Ni3(Si,Ti)

(Ni,Fe);V

(Co,Fe)3V

Table 1: Intermetallic alloys subject to hydrogen embrittiement at ambient temperatures.

21 Ll Intermetallics

In terms of environmental embrittlement, ordered intermetallics can be grouped into
two categories: (1) alloys containing no reactive elements and (2) alloys containing
reactive clements (e.g., Al, Ti, Si). For the first category, the alloys are severely
embrittied only when being forcefully charged with hydrogen, such as by cathodic
charging. For the second category, the alloys themselves are capable of generating
hydrogen from hydrogen-containing environments at ambient temperatures. The most
striking case is the severe embrittlement of iron aluminides in moist air at room
temperature.

NijFe is a model material for study of environmental degradation in ordered
intermetallic alloys containing no reactive elements [33). Ni3Fe can be disordered by
quenching from above its critical ordering temperature, Tc. This has permitted a direct
comparison between the ordered and disordered conditions of NijFe (see Table 2)
produced by quenching and aging treatments. In each case, hydrogen was cathodically
charged for one hour prior to tensile testing at room temperature. Note that Ni3Fe is
slightly embrittled by precharging in both the ordered and disordered conditions;
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simultaneous charging and testing cause greater loss of ductility than precharging, with
an especially severe effect for the ordered condition. Similar effects are observed in
ordered and disordered (Fe,Ni)3V [45]. Fractographic swdies confirm a change in
fracture mode from microvoid coalescence to intergranular fracture in hydrogen
accompanying the reduction in elongation. However, the intergranular embrittlement
zone is only about one third as deep in precharged samples of ordered Ni3Fe as in
disordered samples.

Embrittlement of the ordered condition is much more severe when charging occurs
during testing, and unlike precharged samples, the entire fracture surfaces of the
simultaneously charged samples are intergranular [33). The fracture surfaces of
disordered samples display a mixed mode. The diffusivity of hydrogen in ordered
Ni3Fe is undoubtedly lower than that in the disordered condition. Therefore, only a
shallow layer can be embrittled by hydrogen. However, when plastic deformation
accompanies hydrogen charging, dislocations can carry hydrogen inward to a much
greater depth than through diffusion alone; hence embrittlement is more severe, and the
fracture path is intergranular to a greater depth than in precharged material.

As shown in Table 2, both ordered and disordered Ni3Fe display extensive ductility
and ductile fracture in air, indicating that moisture does not embrittle the alloys. This
can be explained from the fact that Ni3Fe contains no reactive elements (such as Al, Ti,
etc.) and is not able to release hydrogen from moisture in air {46]. Similarly, Ni3Mn
exhibits transgranular fracture and good ductility in air at room temperature [47].

Disordered Ondered
Simultaneously Simultaneously
Air  Precharged Charged = Air  Precharged  Charged

Oys (MPa) 111 112 110 180 176 177
UTS (MPa) 490 439 328 627 598 223

% El. 43 30.5 17.5 37 32 7
Avge. depth 0 130 590 0 45 Torally
of IG zone IG fracture
(pum)

Table 2: Room-temperature teasile properties of NisFe tested in various environmental
conditions [33].
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Most L12 intermetallics of interest for structural applications, on the other hand,
contain reactive elements such as Al (for aluminides), Si (for silicides), Ti, and V.
These intermetallics show severe environmental embrittlement not only in the
hydrogen-charged condition but also in hydrogen-containing atmospheres such as
moist air. Severe embrittlement has been observed in many L12 intermetallics,
includirg Ni3(Al,Mn), B-doped Ni3Al, Co3Ti, (Co,Fe)3V, Ni3Si, and Ni3(Si,Ti)
tested in moist air at room temperature. In this case, embrittlement involves the reaction
of reactive elements with moisture in air and generation of atomic hydrogen which
penetrates into crack tips and causes brittle crack propagation.

Figure 1 shows environmental embrittlement of Ni3(Alg.4Mn( ) tested at room
temperature in various environments and at several strain rates {14]. Manganese at a
level of 15 at. % was added for the purpose of enhancing grain-boundary cohesion in
Ni3Al. At a low strain rate of 10-3s-1, the alloy showed about 40% eclongation in
vacuum but only 5% in air at room temperature. The ductility was further reduced by
hydrogen -harging, followed by testing in air. The loss in ductility was attributed to
moisture-induced hydrogen embrittlement during the air tests. Consistent with the
environmental effect, the ductility increases with increasing strain rate, and the yield
strength is essentially independent of both test environment and strain rate (see Fig. 1).
The decrease in ductility due to environmental embrittlement is accompanied by a
change in the fracture mode from ductile transgranular, through mixed mode, to brittle
intergranular. This observation suggests that hydrogen, generated either by the
moisture/aluminum reaction or by hydrogen charging, diffuses mainly along grain
boundaries and causes intergranular fracture.

((l) LA ) LA ¥
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60 . — inair)"° charge
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; 40 » inQir )prechorge-
i x baked ot 473K -
I% 20 o/a.‘— .
I S
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Z 200 4
g J
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Figure 1: Effect of strain rate and hydrogen charging on tensile properties of
Ni3(Alg.4Mng ¢) tested at room temperature, in air and vacuum [14).
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Similar to Ni3(Alg 4 Mng ), Co3Ti [13, 18] and (Co, Fe)3V [36, 37)] alloys have
been found recently to be susceptible to environmental embrittlement at room
temperature. As indicated in Fig. 2, (Co7gFe22)3V shows ductile transgranular
fracture, with a tensile ductility of 35.8% in vacuum [37]). The room-temperature
ductility reduces to 20% in air and 15.3% in distilled water. The reduction in ductility
is accompanied by a change in fracture mode from ductile transgranular to mixed
transgranular and intergranular fracture. Grain-boundary fracture was observed mainly
at the comer of the fracture surface, indicating that moisture-induced hydrogen diffuses
from surface to interior, mainly through the grain boundaries, and causes intergranular
fracture. The yield strength and work hardening behavior are insensitive to test
environment. The environmental embrittlement in (Co,Fe)3V is completely eliminated
by increasing the strain rate from 3.3 x 10-3 t0 3.3 x 10 1s-1 {36, 37]. Note that a
similar reduction in ductility and change in fracture mode has been observed in other
L3 intermetallic alloys (Table 1).

1600
b grain size = 60pm
-~ 1200 |
[
o
£
@ 800
o0
£
7]
400
® water
o i —t e L e [] A
0 10 20 30 40

Strain (%)

Figure 2: Effect of test environment on stress-strain curves of (Co,Fe)3V tested at
room temperature [37].

Recently, intergranular fracture and environmental embrittlement have been studied
in alloys based on Ni3Si [35). Ni3Si showed no appreciable plastic deformation when
tested in moist air but an elongation of 7.5% when tested in dry oxygen (Table 3),
demonstrating that Ni3Si is prone to environmental embrittlement. Since the
elimination of the environmental effect by testing in dry oxygen does not lead to
extensive ductility (e.g., 30% or more) and complete suppression of intergranular
fracture in Ni3Si, moisture-induced hydrogen embrittlement appears not to be the sole
source of grain-boundary brittleness in the silicide. This is further indicated by
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comparison of the tensile data for Ni3Si and Ni3(8i,Ti) [34]. As shown in Table 3,
Ni3(Si,Ti) is also susceptible to environmental embrittlement. The Ni3(Si,Ti) alloy,
however, exhibits considerable ductility (7%) when tested in air at room temperature.
It displays excellent ductility (29%) when tested in vacuum, indicating that titanium
enhances the intrinsic grain-boundary cohesion of Ni3Si. The effect of boron additions
on alleviation of environmental degradation will be discussed in section 4.

Alloy Test Tensile Yield Fracture
environment  ductility (%)  strength (MPa) modeb
Ni3Si Air 0 -— GBF
Ni3Si Vacuum 47 677 GBF
Ni3Si Oxygen 7.5 685 GBF
NizSi +B Air 7.0 610 GBF
Ni3Si+B Oxygen 6.6 590 GBF
Ni3(8i,Ti*  Air 7 606 GBF + TF
Ni3(8i,Ti*  Vacuum 29 586 TF
Niy(Si,Ti+B®  Air 36 593 TF
Niz(Si,Ti+B2 Vacuum 34 613 TF

2 Ni-11% $i-9.5% Ti [34]
b GBF = grain-boundary fracture ; TF = transgranular fracture

Table 3: Effect of test environment on room cmperature tensile properties of NizSi
and Ni3(Si, Ti)alloys [35]).

Test environment affects mechanical properties of ordered intermetallics under both
static and cyclic loading conditions. Hydrogen gas at 1 atm pressure has no effect on
fatigue crack growth in a disordered (Fe,Ni)3V alloy at room temperature [45], but
there is a marked effect on crack growth rate in the ordered condition (see Fig. 3).
These results are consistent with those observed in tension under static loading in
demonstrating the heightened susceptibility to hydrogen embrittlement when the lattice
is ordered. The influence of hydrogen was severe at all cyclic stress-intensity levels
studied, and the fracture surface revealed a primarily intergranular path. Embrittiement
under cyclic loading also has been studied in FejAl alloys, as described in the
following section.
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Figure 3: Effects of long-range order and test environment on crack growth of LRO-

60 (FesoNisg)3(VogTiz) doped with 0.04 wt % Ce [45].

The two iron aluminides, FeAl and Fe3Al, form the bec ordered crystal structures
B2 and D03, respectively. Despite this difference in crystal structure, these aluminides
show similar embrittlement in hydrogen-containing atmospheres at room temperature.
Both aluminides exhibit only a few percent ductility (1 to 4%) when tested at ambient
temperatures in air. This led many workers to conclude that these alloys are inherently
brittle. However, it has been demonstrated conclusively that when water vapor and
hydrogen are eliminated from the external environment, both alloys exhibit considerable
ductility [8-12, 39]. For an FeAl (36.5 at. % Al) alloy, tensile elongations up to 18%
have been achieved in "dry" environments such as dry oxygen, see Fig. 4. The
increase in ductility from 2 to 18% is accompanied by a change in fracture mode from
transgranular cleavage in air to mainly grain-boundary separation in dry oxygen. This
observation suggests that cleavage planes are more susceptible to embritlement than are
grain boundaries. The maximum degree of moisture-induced embrittiement occurs on
¢ither side of ambient temperatures [48] ( Fig. 5). At higher temperatures in-situ
protective oxide films can form readily on specimen surfaces and an entropy effect may
reduce hydrogen concentration at crack tips, while at low temperatures the aluminum-
moisture reaction is slowed and the equilibrium moisture content in air is lower.
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Figure 4: Influence of test environment on room-temperature tensile ductility of FeAl
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Figure 5: Effects of test temperature on tensile ductility of FeAl (36.5% Al) tested in
moist air at room temperature {48).

The environmental sensitivity of FeAl is reduced markedly when the aluminum
content is higher than 38 at. % (11,12). For Fe-43 at.% Al, the ductility is nil in air
as well as in dry oxygen; all specimens fail intergranularly. This difference in behavior
with aluminum content suggests that grain boundaries in FeAl alloys with Al > 38% are
intrinsically brittle. Therefore, environmental embrittlement and intrinsic effects must
be distinguished in order to establish strategies for reducing brittleness. It has been
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demonstrated that the intrinsic grain-boundary brittleness in FeAl and other
intermetallics can be alleviated by microalloying with boron.

Fe3Al with a D03 crystal structure displays about 15% clongation in dry oxygen,
but only 5% in moist air at room temperature [49], see Fig. 6. Its ductility drops 1o
3% in Hy gas and to less than 1% when charged with hydrogen. Chromium additions
to Fe3Al increase its ductility in air, but do not suppress embrittlement by hydrogen gas
or by hydrogen introduced by electrolytic charging. Under cyclic loading conditions,
vacuum or oOXygen environments raise the fatigue threshold, reduce crack growth rates
and raise the stress intensity, K, at which cracks propagate in an unstable manner.
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800 nyorS et oy AR OXYGEN
600 PRECHARGE
400 GHARGE
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ol ) s 1 L
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Strain (%)
Figure 6: Comparison of hydrogen embrittlement as a result of various environments

for Fe3Al (D03) with grain size = 10-12 pm; strain rate = 3 x 10-6 571 [49].

2.3 Titanium Aluminid

Considerable effort has been devoted to determining the hydrogen susceptibility of
¥ TiAl (L1g structure) and a2 TizAl alloys (DO; g structure). Ti3Al takes up hydrogen
much more readily than TiAl, but not as rapidly as titanium [40}. Hydride formation
occurs in both binary Ti3Al and Ti-Al-Nb alloys [S0, 51]. Embrittlement due to
gaseous hydrogen occurs in both Ti-24 at. % Al-11Nb and Ti-25A1-10Nb-3V-1Mo
(super a2). Severe embrittlement of super a2 in 34.5 MPa hydrogen occurs at room
temperature and at 204°C. Crack paths differ in the two environments: they followed
the a/B interface in hydrogen, while in helium the cracks tend to remain in the ductile
f phase. Super a3 also is reported to crack after exposure to hydrogen at temperatures
as low as 510°C.

232




A Pt an g———

R R R

S SIS s T SO, P

R R 2 - a9, 3y R NG

Environmental embrittlement of TiAl (50-50) in air and in hydrogen gas has been
studied recently by both bend tests and tensile tests at room temperature [41-43].
Figure 7 shows that bend ductility is considerably higher in vacuum than either in air or
in hydrogen gas at 500 mm Hg pressure [43]. To date there have been few other
published reports on hydrogen effects on mechanical properties of TiAl. Neither
hydride formation nor embrittlement was detected in TiAl exposed to high pressure
hydrogen gas at high temperatures [52]. The formation of hydrides appears to have the
same embrittling effect as in the o2 alloys.

200} TiA1(50:50):annsaled st 19000°C for § days E
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Figure 7: Effect of test environment on bend properties of TiAl at room temperature
[43].

2.4 Embrinling Mechani

As mentioned in the previous sections, many ordered intermetallics show
environmental embrittiement in hydrogen (charged or uncharged) environments or in
moist air at ambient temperatures. It has been demonstrated that some intermetallics
containing reactive elements (such as FeAl and Fe3zAl) exhibit more severe
embrittlement in moist air than in dry hydrogen. ‘Yhe chemicai reaciion for the
moisture-induced embrittlement involves [9, 46]:

xM + yH20 — MxOy + 2yH 1)
where M is a reactive element in intermetallics. It is the high-fugacity atomic hydrogen

that rapidly penetrates into crack tips and causes severe embrittlement. Thus, the
underlying mechanism of moisture-induced embrittlement in FeAl and other
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intermetallics is similar to embrittlement in hydrogen observed in CosTi, Ni3zAl,
Ni3(Al, Mn) and (Fe, Ni)3V alloys [13-15,38,45,53], with the principal difference
being the manner in which atomic hydrogen is generated from water vapor and
absorbed at crack tips. The yicld strengths of the intermetallics are found 1o be
insensitive to test environment. The highest ductility is generally obtained in dry
oxygen environments because oxygen suppresses the reaction in Eq. (1) and the
generation of atomic hydrogen through direct formation of oxides [54]:

2 xM +yO3 — 2MxOy @

Both bee- and fee- ordered intermetallics show severe environmental embrittlement
at ambient temperatures. In the case of iron aluminides with bcc-ordered crystal
structures, the embrittlement occurs along cleavage planes, resulting in brittle cleavage
fracture. The brittle cleavage is suppressed when FeAl alloys are tested in dry oxygen
instead of moist environments. In the case of Ll intcrmetallics, the loss in ductility is
accompanied by a change in fracture mode f-om Juctile appearance to brittle grain-
boundary separation. The fcc-ordered intermetallics prone to environmental
embrittlement include CosTi, (Co,Fe)3V, NiiSi, Ni3(Si,Ti), Ni3(Al,Mn), and TiAl
alloys. The difference in the fracture between bee- and foe- ordered intermetallics may
be due to differences in hydrogen diffusion along grain boundaries, with more rapid
diffusion in the L, boundaries.

Hydrogen embrittlement is known to be a very camplex phenomenon in metals and
alloys. The underlying mechanisms suggested for hydrogen embrittlement in ordered
intermetallics can be grouped into four categories [54): (1) reduction of atomic bonding
across cleavage planes, (2) reduction of cohesive strength across grain boundaries,
(3) reduction of dislocation mobility and crack tip plasticity, and (4) formation of brittle
hydrides. Environmental embrittlement in the bee-ordered iron aluminides occurs
mainly along cleavage planes, suggesting the reduction of cleavage strength by
absorbed hydrogen. Experimental results are supported by recent first-principles
quantum-mechanical calculations, which indicate that absorbed hydrogen significantly
reduces the cleavage strength and energy of FeAl (by as much as 20 to 70%, depending
on the hydrogen concentration) [55). Superdislocations have been suggested to be the
carriers for enhanced diffusion of hydrogen at crack tips. In the case of fcc-ordered
intermetallics, hydrogen ¢mbrittlement takes place mainly along grain boundaries and
reduces of the boundary cohesive strength.

Limited studies by in-situ TEM experiments indicate that hydrogen accumulated at

crack tips may introduce a large number of defects which hinder the emission and
motion of dislocations and thereby decrease the associated plastic work at crack tips
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{18, 56]. Hydrides have been detected only in titanium aluminides [51) and they may
be responsible for lowering tensile ductilities in hydrogen environments. However,
embrittlement in the absence of hydrides cannot be excluded. Recent analyses of
dislocation structures in By intermetallics suggest that hydrogen can promote the
formation of <100> edge dislocations and help the combination of them to form
microcracks [57, 58].

3. Embrittlement at Elevated Temperatures

Environmental degradation in ordered intermetallics occurs not only at ambient
temperatures but also at elevated temperatures. The embrittling mechanism and agent
are, nevertheless, quite different in these two cases. Hydrogen is the major embrittling
agent and oxygen is beneficial at room temperature, whereas oxygen is the major
embritting agent at elevated temperatures (typically above 300°C). At present, only a
few intermetallic systems have been studied for environmental degradation at elevated
temperatures, and data are available mainly for Ni3Al, Ni3Si , and (Fe,Co)3V alloys
[26-31, 59].

3.1 NisAl Alloys

Tensile properties of Ni3Al are sensitive to test temperature and environment.
Figure 8 compares the tensile elongation of a Ni3Al alloy (Ni-21.5A1-0.5Hf-0.1B)
tested in air and vacuum (10-3 Pa) as a function of test temperature [26, 32]. The alloy
tested in air showed distinctly lower ductility than that tested in vacuum at temperatures
above 300°C, and the severest embrittlement occurred around 750°C, despite the fact
that NizAl alloys exhibit good oxidation resistance in air. The loss in ductility is
generally accompanied by a change in fracture mode from ductile transgranular to brittle
intergranular. Similar embrittlement has been observed in other Ni3Al alloys, such as
B-doped Ni3Al containing up to 16% Fe [60] and B-doped (Ni,Co)3Al alloys [28]. In
these cases, oxygen has been identified as the embrittling agent.

Test environments also affect the fatigue life of boron-doped Ni3Al (24 at. % Al) at
elevated temperatures (27]. The alloy shows a sharp drop in fatigue life at temperatures
above 500°C (Fig. 9), even when tested in conventional vacuum (10-3 Pa). This result
suggests that a conventional vacuum may not be good enough to suppress the
environmental embrittlement in NizAl. The drop in fatigue life is accompanied by a
change in fracture mode from transgranular to intergranular.
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Like Ni3Al, Ni3Si alloys also exhibit severe environmental embrittlement in
oxidizing environments at elevated temperatures [61]. For Ni3Si and Ni3(Si,Ti) alloys
with and without B, tensile ductility decreases sharply at temperatures above 300°C in
moist air [29]). The ductility of low silicon alloys (e.g., 19 at.%) reaches a minimum at
600°C, and above that temperature the ductility increases sharply. Tests in vacuum
result in an increase in ductility at 600°C by a factor as high as 20. For high (Si+Ti)
alloys (e.g., 21%), ductility decreases continuously with increasing temperature and
approaches zero above 600°C. The alloys show no improvement in ductility at
temperatures above 600°C in a conventional vacuum.

3.3 (Fe.ConzV Alloys
(Fe,Co)3V alloys exhibit environmental embrittlerent at ambient and elevated

temperatures. Figure 10 shows the temperature dependence of the yield strength and
tensile elongation of a (Fe22Co73)3V alloy tested in air and vacuum (104 Pa) {59]. The
yield strength shows a positive temperature dependence from 300°C to T¢ (= 910°C),
the critical ordering temperature of the alloy . Anomalous yielding has been observed
in many Ll intermetallics and is generally explained by the cross-slip-pinning
mechanism [62, 63].
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The tensile ductility of the alloy decreases sharply at temperatures above 500°C and
reaches a minimum around T when tested in air and vacuum [59]. The ductility in air
is lower than that in vacuum in the temperature range of S00°C to T, The reduction in
ductility is due to oxygen which penetrates and embrittles grain boundaries in the
alloys. It is not clear at present that the decrease of ductility in vacuum with
temperature is due to an intrinsic factor (such as increase in yield strength with
temperature) or residual oxygen (extrinsic factor) existing in conventional vacuum
systems, or both, The alloy exhibits a sharp increase in ductility and becomes
insensitive to test environment at temperatures above T because of the loss of long-
range order.

3.4 Other Intermetallics

The titanium aluminide Ti3Al is prone to oxygen-induced embrittiement at elevated
temperatures [64]. Iron aluminide alloys based on Fe3Al-FeAl, on the other hand,
exhibit no indication of elevated-temperature embrittiement in oxidizing environments
{65], even though they show severe ambient-temperature embrittlement in moist air.
The reason for the absence of elevated-temperature embrittiernent in these aluminides is
not well understood, but is possibly related to the lack of a substantial yield anomaly
together with rapid formation of protective oxide films due to rapid diffusion in these
bee materials. Further studies are required to clarify these points.

3.5 Embrinting Mechani

Embrittiement at elevated temperatures is caused by a dynamic effect
simultaneously involving high localized stress concentration, elevated temperature, and
gaseous oxygen. Such a dynamic effect involves repeated weakening and cracking of
grain boundaries as a result of oxygen ahsorption and penetration at crack tips. Based
on a detailed study of crack growth in Ni3Al alloys tested in oxidizing environments, a
fracture mechanism of stress-assisted grain-boundary oxygen penetration has been
suggested by Hippsley and Devan [30] to explain the elevated temperature
embrittlement (Fig. 11). This model consists of four sequential steps: (i) occurrence
of surface cracks at the initial stage of deformation, (ii) chemisorption of gaseous
oxygen to the crack tips where a high localized stress field is involved, (iii) oxygen
penetration in its atomic form to the stress field ahead of tips, and (iv) inward
development of surface cracks preferentially along the grain boundaries, leaving some
secondary cracks. Steps (ii) to (iv) proceed continuously and repeatedly during
deformation, leading to premature fracture and severe loss in ductility at elevated
temperatures in oxidizing environments,
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4. Alleviation of Environmental Embrittiement

Environmental embrittiement has been identified as a main cause of the low ductility
and brittle fracture in many ordered intermetallics. This problem has to be solved
satisfactorily if intenmetallic alloys are to be used as engineering materials. Despite their
different embrittling agents, ambient-temperature and elevated-temperature
embrittiements can be treated together because both involve surface reactions and are
sengitive to localized stress concentrations. Results generated to date indicate that the
embrittlements can be alleviated or reduced by (i) control of surface conditions, (ii)
control of grain size and shape, and (iii) alloy additions.

4.1_Cootrol of Surface Conditions
Control of surface conditions is a simple way to alleviate environmental degradation
involving surface reactions. In several cases, preoxidation and formation of protective
oxide scales were proven to be beneficial in reducing environmental embrittlernent at
ambient and elevated temperatures. Preoxidation at 1000°C effectively reduces
ambient-temperature embrittlernent in boron-doped NijAl charged with hydrogen [45).
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Formation of protective oxide scales increases the tensile ductility of FeAl and Fe3Al
alloys in air at ambient-temperatures and the ductility of boron-doped Ni3Al alloys at
elevated temperatures [26]. Unfortunately, the oxide films crack after stretching a few
percent, and their protective effect disappears. Surface coatings also should be useful
in protecting underlying alloys from Rydrogen or oxygen penetration along grain
boundaries or bulk material; however, this effect has not yet been well demonstrated.

4.2 Control of Grain Size and Shape

Columnar grained structures have proven to be effective in increasing the ductility
of NizAl alloys tested in moist air at room and elevated temperatures. Liu and Oliver
[66] first reported that the tensile elongation of cast hypostoichiometric NizAl (24 at. %
Al) increased from 1.2 to 14.1% with a change in grain shape from equiaxed to
columnar. In this case, the columnar grain structure with a strong <100> texture was
produced by a directional levitation zone remelting technique. The beneficial effect of
the columnar grain structure tested in the direction parallel to the growth direction is
attributed to minimizing the normal stress across the boundaries and thus reducing
nucleation and propagation of cracks along the boundaries. Recently, even higher
tensile ductilitics were reported for stoichiometric and hyperstoichiometric NizAl alloys
with a columnar grain structure with a <100> + <111> or <110> + <111> texture [67].
For instance, a tensile ductility of >100% has been obtained in stoichoimetric Ni3Al
tested in the direction parallel to the growth direction. Surprisingly, the same material
tested perpendicular to the growth direction also showed a high ductility (28 to 31%)
and transgranular fracture. A detailed analysis of grain-boundary chemistry and
character (c.g., low angle vs. random boundaries) as well as the influence of
environment on different boundary types is required to fully understand these
interesting results.

The role of grain size seems to be the same whether alloys fracture intergranularly
(e.g., Ni3Al) or transgranularly (c.g., Fe3Al and FeAl) {11, 68]. As in the case of
structural steels, refining grain size tends to reduce susceptibility to embrittlement.

£3 Alloy Additi

Considerable effort has been devoted to atleviating environmental embrittlement by
alloying additions in intermetallic alloys. The most prominent case involves CosTi
containing 23 at. % Ti. As shown in Fig. 12, the elements V, Ta, Cr, Mo, W, and Ge
at a level of 3 at. % have no beneficial effects on moisture-induced embrittlement in air
at room temperature, whereas the elements Fe and Al completely eliminate the moisture-
induced embrittlement in air {18,15]. It has been suggested that iron may create a more
homogenecous electron distribution at grain boundaries; however, there is no direct
evidence to support this hypothesis.
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Figure 12: Effect of alloy addition on room-temperature tensile elongation of Co3Ti(23
at. % Ti) tested in air and vacuum {15, 18].

Boron has been found to be effective in reducing moisture-induced embrittlement of
grain boundaries in certain Ll intermetallics. As shown in Table 3, boron-free NizSi
and Ni3(Si,Ti) are prone to eavironmental embrittlement, whereas boron-doped
Ni3(8i,Ti) is insensitive to test environment at room temperature {34, 35]. This result
clearly indicates that boroa is very effective in alleviating ambient-temperature
embrittlement in Ni3(8i,Ti). Carbon-doped Ni3(Si,Ti) also exhibits high ductility,
independent of test environment. Boron and carbon are known to segregate strongly to
grain boundaries in Ni3(8i,Ti), and their beneficial effect has been suggested to arise
from slower hydrogen diffusion through reduction in site occupation by hydrogen at
the boundaries. Boron, on the other hand, does not alleviate embrittlement in Co3Ti
[13], possibly because there is no strong segregation of boron to grain boundaries.
Note that boron eliminates environmental embrittiement of NizAl in moist air [69), but
it does not prevent embrittlement induced by hydrogen charging in NisAl alloys [16,
173.

Fe3Al and FeAl exhibit severe embrittiement when tested in moist air at ambient
temperatures. Recent efforts on alloy design show that the ductility of FezAl in air can
be substantially improved by increasing the aluminum concentration from 25 to 28%
and by an addition of chromium to a level of 2 to 6% [69-72]. The increase in
aluminum concentration sharply lowers the yield strength of the aluminide. The
chromium additions double the tensile ductility when there are oxide scales formed on
specimen surfaces during hot rolling or subsequent heat treatment in air. Refinement of
grain structure and control of the degroe of recrystallization are effective in improving
the ductility of FeaAl and FeAl alloys tested at room temperature in moist air. Also,
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avoidance of water lubrication during machining of FeAl alloys has been shown to
prevent surface cracking during fabrication [73].

A systematic study of alloying additions on the tensile ductility of Ni3Al shows
that no clement, except chromium, significantly alleviates elevated-temperature
embrittlement in air [32]. Alloying Ni3Al+B with 8% Cr is effective in alleviating
oxygen embrittiement at elevated temperatures (Fig. 13). The chromium addition
increases the minimum ductility of NizAl and NizAl+Fe alloys at 700°C from 6% to
above 20%. Chromium is also effective in reducing elevated-temperature embrittlement
in Ni3Si alloys [61]. Cyclic loading tests indicate that chromium additions improve the
fatigue resistance of Ni3zAl alloys tested in air at elevated temperatures {74]. The
beneficial effect of chromium is related to the rapid formation of protective chromium
oxide films that reduce the penetration of oxygen into Ni3Al grain boundaries.
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Figure 13: Effect of chromium on elevated temperature ductility of NizAl [32].
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Abstract

Modern microelectronic devices rely, almost exclusively, on the use of A{Cu)
thin films for interconnection metallurgy. As density of these devices increases,
stringent demands are imposed on their performance where failures occur by
diffusion-induced mechanisms, notably electromigration and hillock growths. To
suppress diffusion processes of various kinds, diffusion barriers are interposed
between thin film structures. A novel approach in this regard is the in-situ for-
mation of diffusion barriers of the TiAlg intermetallic compound which has been
successfully employed in the IBM bipolar transistors and 512Kb SRAMs. The re-
sulting devices have exceeded the electromigration performance of the earlier
metallization schemes. In this article, the diffusion processes operating during the
growth of the TiAl; films are described. New measurements of the §7Cu radiotracer
in TiAly(0.5wt%Cu) polycrystalline films have been made, and are corapared with
the intrinsic diffusion of Ti and Al obtained earlier from the growth kinetics.
Finally, the implications of the diffusion kinetics of the various atomic species in-
volved are examined in context to the outstanding improvements achieved in the
electromigration performance of the thin film package employed for intercon-
nections in the above mentioned IBM devices.

Diffusion in Ordered
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Introduction

Aluminum metallization has been the mainstay of metal-oxide-semiconductor
(MOS) devices in the microelectronic industry since their inception. However in
the modern devices, pure Al metallization has given way to complex structures
incorporating multilevel thin films of Al alloy as conductors, diffusion barriers,
stacked contact vias etc. The driving force in these complex ULSI circuits has been
high density and operating speeds in the nanosecond range which have become
possible coupled with high reliability against failure mechanisms such as
spiking{1], electromigration and unacceptable materials reactions. Diffusion bar-
riers are critical components of such structures as they separate Al and other
metals from Si. Since diffusion processes are significantly slower in intermetallic
compounds compared to their constituent metals, transition metal aluminide thin
films have been studied extensively for their formation kinetics and diffusion bar-
rier properties. These studies have been recently reviewed by Colgan(2}.

Of the numerous transition metal aluminide systems investigated during the
last decade, TiAlg films have shown the best properties for application in the IBM
bipolar logic and array chips{3] and 512Kb SRAMI[4] devices. This is due to the
ease of in-situ formation at low temperatures in the 300-400° C range, accompa-
nied by such needed properties as thermal stability, good adhesion, low level of
stresses and defect-free planar interfaces over the entire area of the 200mm dia
Si wafers currently used in the VLSI industry. In Fig.1(a and b), schematic cross
sections of the IBM four-level bipolar transistor(3] and three-level 512Kb CMOS
SRAMI[4] are shown. During device processing, the Ti over and under the Al(Cu)
metallization results in the formation of TiAly(Cu) thin film diffusion barriers.
In the final product, the electromigration resistance improved by a factor of ~100
with respect to the Al(Cu) metallization[5] and current density limits could be
raised to as high as 500,000A/cm2. In the past, the electromigration lifetimes for
pure Al thin film conductors have been only about 45 hours at a current density
of ~106 A/em? and at an average temperature of 86°C, and addition of 4%Cu re-
sulted in improvements by a factor of ~70{6).

In this article, we will describe diffusion properties of the binary TiAl; and
ternary TiAly(0.5wt%Cu) blanket thin films. Incorporation of Cu into TiAlg films
is important to prevent chemical divergence in the multilevel metallizations during
electromigration. Two kinds of measurements will be discussed: (1) The instrinsic
diffusion of Ti and Al during the formation of the TiAlg films from the evaporated
Ti/Al thin film couples with or without Cu which have been studied earlier by
Tardy and Tu(7]. In these studies Rutherford Back Scattering(RBS) technique was
employed. (2) Grain boundary diffusion studies employing 67Cu radiotracer and
sectioning techniques in the pre-reacted TiAly(0.5wt%Cu) films.
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Fig. 1 Schematics of multilayer metallizations in ULSI applications, (a) IBM
bipolar transistor with four-level wiring of TAl(Cu)/Ti and Al(Cu) via
contacts, B = base, E = emitter, C = collector (after Brown et. al Ref.
3 IBM copyright 1992 reprinted with permission), and (b) 512Kb
SRAM with 3-level wiring of Ti/Al(Cu¥Ti and CVD W via contact
(after Joshi et. al Ref.4)

Materials, Methods and Results

Tardy and Tu[7] have studied interdiffusion and formation of TiAlg in thin film
couples of Ti/Al and Ti/Al-0.6wt%Cu. Each metal had an initial thickness of
200nm, and a temperature range of 350-500° C was investigated. The growth
kinetics were measured by the RBS technique. For extraction of the intrinsic dif-
fusion coefficients of Ti and Al from the growth data, tungsten markers were
placed at the interface in the form of discontinuous films of 1nm thickness. In Fig.
2(a, b,andc)RBSspectraofthetwokindsofthinﬁlmeouplesareshnwnwithor
without W markers. The thickness "x" of the TiAly layer showed square-root-of-
time dependence during growth from which chemical interdiffusion coefficients
were computed as function of temperature:

x2=4D,t, m

wherexisthethiclmeuofthe'l‘iAlsﬁlmformedattimet,ﬁ.isthechemicaldif-
fusion coefficient and t is the time for annealing. The chemical diffusivity is related
to the intrinsic diffusion of Ti and Al as:
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D,=DR/(B + 1) + BDS/(B + 1), @

where § is the atomic ratio equal to 3 in TiAl, and D& and D8, are the intrinsic
diffusion coefficients for Ti and Al, respectively in TiAl;. In Fig. 2¢c, W marker
displacements are seen clearly at 400° C for annealing periods of 30, 180 and 600

B U A

F M&asm wour (Q )

NN NN

Fig.2 Rutherford Back Scattering
Spectra: (a) of Al-Ti bilayer
films after several annealing
periods at 400 ° C, (b) of
AVlnm W/ Ti structure
where slowing of the growth
of TiAly; occurred, and (c)
high energy part of spectra
(b) showing displacements
in W peaks upon annealing
at 400 ° C ( Tardy and Tu
Ref. 7)

COUNTS

-]

§

ANNEALING
| ———AS OEP.0 O:She
——— 300,

minutes. Unequal intrinsic diffusion of Ti and Al speciea is responsible for the
marker shift. They are related as:

Db g (%3~%) @
D4,  Gm-x)’
where x,, X, and x, are the positions of Ti/TiAly, AVTiAl, interfaces and W marker,
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respectively. These positions are referred to the free surface. Tardy and Tu solved
Egs. 1, 2 and 3 and obtained values of intrinsic diffusion coefficients for the Ti and
Al species in TiAl; as a function of temperature. Corrections were made for the
drag effect by the W film on the reaction kintics. In Fig.3, the intrinsic diffusion
coefficients for Ti and Al in the TiAl; reaction are shown with or without Cu.
Addition of 0.6wt.%Cu to the TiAlg films resulted in slowing of the kinetics with
the activation energy for Ti intrinsic diffusion increase from 1.68 to 2.17eV. The
change in the Al intrinsic diffusion was, however, relatively small and perhaps

negligible.
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Rutherford Back Scattering
spectra of three-level
TiAly(0.5wt%Cu) evaporated
films used in 67Cu tracer
diffusion study. solid line —
as deposited, broken line
—~— annealed at 400 ° C for
a total of 40 hours in form-

ing gas.
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As 1uentioned earlier, spatial variation of Cu concentration in the multilevel
metallization is detrimental for electromigration resistance. Hence, diffusion of Cu
was studied in pre-reacted TiAlz(0.5wt%Cu) films using 6’Cu radiotracer and se-
rial microsectioning techniques.

For the Cu diffusion studies, three-layered evaporations were made consisting
of 450nm Al(0.5wt.%Cu)/131nm Ti/100nm Al(0.5wt%Cu) films on oxidized Si wa-
fers in a vacuum of 5x10-7 Torr at room temperature. The details of the deposition
have been described earlier by Rodbell et. al {8] Following deposition, the com-
posite films were annealed initially for 1 hour at 400° C and later for 39 hours at
450° C. Moisture free 90 No/10H, gas mixture was used for ambient in both cases.
In Fig. 4, the RBS spectra for the as deposited and annealed TiAly(0.5wt%Cu) films
are shown. The resulting films were further characterized by x-ray
diffraction(XRD), selected area diffraction(SAD) and cross-section and plan-view
transmission electron microscopy(TEM). In Fig. 5(a, b, and c¢), SAD patterns,
plan-view and cross-section TEM micrographs are shown. From the SAD patterns,
a dominant presence of TiAl, phase was inferred, and the extra rings were indexed
for the long-period superlattice TigAly; phase. In the plan-view and cross-section
TEM micrographs well formed columnar grains of TiAl, phase are seen which are
free from the presence of a secondary phase such as CuAl, or a high density of
dislocations.

The radiotracer diffusion techniques and the subsequent microprofiling of the
diffused tracer into the thin film specimens have been described earlier[9] and will
not be repeated here. In Fig. 6, several plots of the log of the fractional specific
activity of the §7Cu tracer versus the penetration distance to the power 6/5 are
shown for typical diffusion measurements in the 251-407° C range. It is seen that
these plots have linear regions indicating that a grain boundary diffusion process
is opertive. The penetration profiles were therefore analyzed using the
Whipple[10] and Suzuoka[11] asymtotic solution:

-5/3 2
8D,,=0.661( %"% ) (itD'—) : @

where Dy, and D) are the grain boundary and lattice diffusion coefficients respec-
tively, C is the specific activity of the 67Cu radiotracer at distance y into the sample
at time t, t is the time for diffusion and 3 is the effective width of the grain
boundary. To be able to extract the product 3Dy, values of D) are required at the
temperatures of measurement but these data are not available for the TiAlg phase.
In their absence, the activation energy @, for lattice diffusion was estimated from
the empirical relationship Qi ~ 34Tm(calmole), where Ty, is the melting temper-
ature of TiAly(1614K) and a value for the Dy of 1 cm¥sec was assumed. Further-
more, the grain boundary width 8 was assumed to be 107 em.
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Fig. 6 Typical diffusion profiles of
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the 6Cu tracer in
TjAlg(0.5wt%Cu) films. The
slopes from the linear re-
gions to the right of arrows
in these plots of the specific
activity versus 6/5 power of
penetration distance were
used in Eq. 4 for computa-
tion of 8Dy values listed in
Table L
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The grain boundary diffusion coefficients for Cu in the TiAlg(0.5wt%Cu) films
evaluated using the above procedure are listed in Table I and displayed in Fig. 3.
It is seen that these data are not too different from those obtained by Tardy and
Tu(7). The Cu diffusion parameters in the grain boundaries of TiAly(0.5wt%Cu)
films are described by Qu(Cu) = 1.46eV and Dy,(Cu) = 1.37x103 cm?2/ sec. The
parameters for intrinsic diffusion of Ti and Al in Cu-free TiAl, films measured by
Tardy and Tu are Qin(Ti) = 1.68eV, Qin(Al) = 1.81eV, Diny(Ti) = 2x10-3 cm2/sec and
Dino(Al) = 0.14 cm?/sec respectively. The intrinsic diffusion parameters for Ti in the
TiAl, films containing 0.6wt%Cu, however, changed t0 Qin = 2.17eV and Dpo(Ti)
= 15 cm?/sec, while those for Al remained unaffected.

Table I. Grain Boundary Diffusion Data of 67Cu Tracer in TiAl4(0.5wt%Cu) Films.

T/°C | t/min | dincfoxss /4%_ o | oDy /emsiH) | D,/ cmistH
251} 15529 36346 6.23x10-18 2.24x10-2¢ 224x10°V7
1044332 6.23x1015 3.80x10-3 3.80x1018
305 10157 198987 9.20x1014 8.98x10-23 8.98x10-1¢
407 3890 4117 5.55x1012 1.27x10-2 1.27x10°4
332368 5.55x1012 2.26x10-¢ 2.26x10-

*} assuming Q,=2.46eV and Dy,= lcm?s-! using an empirical approximation.
*) 6= 107cm, Q= 1.46eV and 6Dy = 1.37x101° cm3s’!.

Discussion

In this section we discuss: (a) the nature of the intrinsic (Ti and Al) and impu-
rity (Cu) diffusion in the polycrystalline TiAl; films with or without ~0.5wt%Cu,
and (b) the characteristics of the TiAly(0.5wt%Cu) films as diffusion barriers and
their application for enhancement of the electromigration resistance.

Intrinsic diffusion coefficients of Al in the TiAl; films with or without Cu are
higher compared to Ti( Fig.3). This difference is inherent in the diffusion mech-
anism in ordered alloys such as TiAl; and has been discussed by Tardy and
Tu(7]. In their model, diffusion of both species was assumed to take place via a
vacancy mechanism. It is to be noted in the TiAlg lattice, shown in Fig. 7, that
there are three kinds of planes where the atomic arrangements of the Ti and Al

- atoms are distinctly different. In the basal (0 0 0) plane, Ti atoms occupy the cor-
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ners of the tetragonal cell and an Al atom resides in the face center, in the (0 0
1/2) plane the arrangement of the Ti and Al atoms is reversed, but still they re-
main near neighbors. These Al atoms are denoted by Aly, in Fig. 7. Finally,
sandwiched between these two planes is the (0 1/2 1/4) plane where only Al atoms
reside, let us denote them by Alz). The Al atoms diffuse without any interference
from Ti atoms but Al(;) atoms have to undergo highly correlated motion to preserve
long range order with Ti atoms, and consequently they are substantially slower.
Thus, the Al(;y and Al atoms together diffuse at a much faster rate than the Ti
atoms since they too must maintain long range order with Al atoms, but a plane
wholly occupied by Ti atoras is lacking. Broadly speaking, in ordered lattices hav-
ing unequal population of the two kinds of atoms, the majority species diffuses
faster than the minority species since the latter is caged. This is sometimes known
as the A4B rule, and has been discussed by d'Heurle in these symposia pro-
ceedings. Also, several articles in these proceedings cover the topic of correlation
effects in ordered alloys. Consequently, the diffusion mechanisms in the TiAl;
lattice will not be discussed further.

In the TiAl films containing Cu, Cu has been considered by Tardy and Tu to
substitute for the Al atoms, and its diffasion also occurs by vacancies. In Fig. 3,
the activation energy for Ti intrinsic diffusion is seen to be enhanced by the pres-
ence of Cu, but that for Al atoms remains unaffected. This difference has been at-
tributed to the strong binding between Al and Ti atoms, and relatively weak
binding between Al and Cu atoms. In the evaporated films, the long-period
TigpAlys compound also forms along with the TiAly phase. A priori, diffusion proc-
esses in the long-period TigAlyy compound are also expected to have constraints
similar to the TiAl; phase since the local atomic arrangements in both remains
essentially the same.
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Diffusion of Cu impurity in TiAl;(0.5wt%Cu) films is important because of its
role in electromigration resistance which will be discussed in the following section.
As mentioned in the preceding section, combined parameters 8Dy, were first com-
puted according to Eq. 4 from the linear segments of the §’Cu profiles shown in
Fig. 6. The reduced grain boundary diffusion coefficients, after taking out the grain
boundary width parameter, 3, were then obtained and are compared with the in-
trinsic diffusion coefficients of Ti and Al in TiAlgy phase in Fig. 3. The grain
boundary diffusion coefficients are seen to be, on average, an order of magnitude
higher than the intrinsic diffusion of Ti and Al. This is contrary to general findings
in most metals and alloys where grain boundary diffusion coefficients are typically
4-6 orders of magnitude higher than in the lattice. There are two possible expla-
nations for this observation. (1) The intrinsic diffusion of Ti and Al in the TiAl;
phase is already higher due to the presence of extra vacancies needed to balance
small departures from the stoichiometry which may occur in these films. The extra
vacancies have been known to elevate diffusion coefficients by several orders of
magnitude in many ordered alloys such as NiAl, NigAl, AuZn, AuCd[12]. Alterna-
tively, (2) the grain boundaries in the TiAl; phase as well may be considered to
have special or ordered structure so that diffusion in them would be slower com-
pared to more open grain boundaries commonly found in other metals and alloys.
It is not yet possible to single out one or the other possibilities. However, the
similarity between the grain boundary diffusion and intrinsic diffusion of Ti and
Al in TiAlg does have important implications in the enhanced electromigration
lifetimes of the metallization structurcs containing TiAl; (shown in Fig. 1) and will
be discussed in the following se:tion.

As seen in Fig. 1, Ti films have found application in IBM bipolar transistors and
512Kb CMOS SRAMS. In the Ti-AXCu)-Ti sandwich structures with via contacts
filled with Al(Cu), the electromigration performance exceeded the earlier
Al(Cu)-Hf-Al(Cu) metallization by a factor of almost 100(5). Furthermore, they
appear to have more immunity to void formation under thermal stresses. Full
understanding of this remarkable gain in the electromigration performance is not
yet possible. Before we discuss the diffusion data in the TiAly(0.5wt%Cu) films,
we will briefly summarize the factors which may be responsible for
electromigration failures.

In the older planar technology, electromigration failures occurred as a result of
atomic flux divergences at the grain boundaries, notably triple points and mixed
grain regions. Incorporation of 4wt% Cu to Al films was found to reduce
electromigration by a complex process which involved reduction of grain
boundary diffusion of Al by Cu. The Cu is readily available from the CuAly(®)
precipitates which acted like reservoirs(6). It is noteworthy that Cu atoms them-

selves electromigrate. It was later discovered that the reservoirs were not infinite
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and with time the supply of Cu atoms was depleted as the CuAl, phase dissolved.
At that point, electromigration of Al atoms accelerated again and led to failures,
In the new technology consisting of multilevel conductors with stacked via contacts
shown in Fig. 1, the A(Cu¥W interface provides an additional source of flux di-
vergence which has been recently investigated by Hu et. al{13] They found an in-
cubation time before degradation commenced at the atomic flux divergence site,
which was correlated with the dissolution of the CuAl, precipitates and was ac-
companied by void formation close to the cathode and growths at the anode. Due
to the unavailability of Cu atoms at the depleted sites, Al started to migrate more
rapidly until another CuAl, particle was encountered which blocked the migration.
It was this acceleration and retardation of the Al migration which resulted in
extrusions and hillocks. The presence of W via contacts results in an interruption
of the Cu supply. All the CuAl, precipitates were swept away in the Al(Cu) above
the W via in 120 hours, thereby causing electromigration failures. In the case of
Al(Cu) vias, which also contained the TiAl,(0.5wt%Cu) films, no such problem was
encountered. Obviously, continuity of the Cu migration needs to be maintained
throughout the structure.

We now discuss the diffusion data in the TiAly(0.5wt%Cu) films (Fig. 3) in the
context of their use as diffusion barriers and as electromigration resistant layers.
The Al and Ti intrinsic diffusion in the TiAl films with or without Cu is very slow
compared to the electromigration kinetics. The activation energies for these two
elements, in the 1.68-2.17eV range, are much larger than the the activation ener-
gies for electromigration in Al and Al alloys films (commonly in the 0.5 - 1.00eV
range[6]). Furthermore, the activation energy for interdiffusion in AVCu films is
1.0eV{14]. Hence, TiAl3(0.6wt%Cu) films can be considered diffusion barriers
against the migration of Al atoms, contingent on the film continuity and adequate
thickness. Although, TiAls(0.5wt%Cu) films may retard migration of Cu atoms
compared to the Al(Cu) films, Cu migration still remains substanti: 1 compared to
that in CVD W films which has been recently reported{15]. Hence it is not sur-
prising that Al(Cu) stacked vias perform better in comparison with the W stacked
vias,

The electromigration behavior of films containing TiAlg layers has been found
to be superior to films which contain TigAl,; [8). The formation of these latter
superlattice structures in the Ti - Al system results in Ti-rich unit cells, i.e. Al
deficient structures. Such intermetallics tend to form large unit cells due to slight
shifts in the atomic positions of the Ti and Al atoms from the symmetric positions
found in the closely-related line compounds, e.g. TiAly, see Fig. 7. A larger point
defect density, which more readily alliows for atomic diffusion, would also be ex-
pected in Ti - Al superlattices than in TiAlg stoichiometric compounds. This would
result in faster diffusion of Al through the superlattice redundant layers than
through similar TiAl; layers resulting in inferior electromigration performance.
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Concluding Remarks

Thin films of TiAl; intermetallic compound have been employed in the multi-
level interconnection metallization of IBM bipolar transistors and 5§12Kb CMOS
SRAMs. In these applications, significant enhancements in the electromigration
performance have been reported. Implications of the diffusion kinetics of the vari-
ous atomic species involved in the TiAl; phase are examined in this article.

The diffusion parameters, the activation energy and the pre-exponential factors,
for intrinsic diffusion of Ti and Al(7] are: Qin = 1.68ev, Dy, (Ti) = 2x10-3 cm?/sec;
Qin(AD) = 1.81eV, and Djo(Al) = 0.14 cm?/sec. Incorporation of 0.6wt%Cu in the
TiAl; films resulted in slowing of the intrinsic diffusion of Ti and its diffusion pa-
rameters change to: Qin(Ti - TiAlg06wt%Cu) = 2.17eV  and
Dino(Ti — TiAlg0.6wt%Cu) = 15 cm?/sec.

Grain boundary diffusion of Cu in TiAlg(0.5wt%Cu) films has also been meas-
ured and the parameters are: Qu(Cu — TiAlg(0.5wt®Cu)) = 1.46eV and
) Dgp(Cu — TiAly(0.5wt%Cu)) = 1.37x103 cm?/sec. Grain boundary diffusion of Cu
in TiAly(0.5wt%Cu) has been found to be unexpectedly slow and may, perhaps, be
atttributed to the presence of special grain boundaries in this class of ordered
intermetallic compounds.

Several factors may be responsible for the remarkable improvements in the
electromigration performance of the interconnection metallization containing
TiAlg(0.5wt%Cu) in the devices mentioned above. Diffusion kinetics of all the con-
stituent atomic species of the TiAlg(0.5wt%Cu) metallization are slower than the
electromigration kinetics reported in the pure Al or Al(Cu) alloy structures. Slower
diffusion kinetics are also expected to retard electromigration damage. Along with
TiAlg, a long-period superlattice phase, TigAl;;, co-exists in the evaporated
TiAly(0.5wt%Cu) which contains, a high density of point defects. The
] TiAlz(0.5wt%Cu) layers are also expected to provide redundancy for current flow
when the wunderlying Al(Cu) conductor becomes discontinuous during
electromigration.
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